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Abstract. Associated to any Legendrian tangle, the augmentation variety (with fixed boundary
conditions), hence its mixed Hodge structure on the compactly supported cohomology, is a Leg-
endrian isotopy invariant up to a normalization. Induced from the ruling decomposition of the
variety, there’s a spectral sequence converging to the MHS. As an application, we show that the
variety is of Hodge-Tate type, and show a vanishing result on the cohomology. We also do some
example computations of MHSs. In the end, we conjecture that the ruling decomposition for the
full augmentation variety of acyclic augmentations is a Whitney stratification, and the geometric
partial order via inclusions of stratum closures admits an explicit combinatorial description. We
verify the conjecture for the cases of trivial and elementary Legendrian tangles.
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Introduction

A powerful modern Legendrian isotopy invariant in the study of Legendrian knots Λ in the
standard contact three space R3 = J1Rx, is the Chekanov-Eliashberg differential graded algebra
(C-E DGA)A(Λ) = A(R3,Λ). The C-E DGAs are special cases of the more general Legendrian
contact homology differential graded algebras (LCH DGA)A(V,Λ), associated to a Legendrian
submanifold Λ in a contact manifold V . The algebra A(V,Λ) is generated by the Reeb chords
of Λ, whose differential counts certain holomorphic disks in the symplectization R × V , with
boundary on the Lagrangian cylinder R × V and meeting the Reeb chords at some punctures
[Eli98,EGH00]. The LCH DGAsA(V,Λ), up to homotopy equivalence, are Legendrian isotopy
invariants.

In the case of Legendrian knots Λ, the DGA A(Λ) also admits a combinatorial description
[Che02,ENS02,Ng03]. More recently, the construction is extended to obtain LCH DGAsA(T )
for any Legendrian tangles T in the 1-jet bundle J1U ↪→ J1Rx, with U ↪→ R an open interval
[Siv11, NRS+15, Su17]. The LCH DGAs A(T |V) satisfy a co-sheaf/van-Kampen property over
open V ↪→ U, hence behave like ‘fundamental groups’. The invariance of the DGAsA(T ) up to
homotopy equivalence ensures we obtain Legendrian isotopy invariants by studying the Hodge
theory of their ‘representation varieties’ (called augmentation varieties). In particular, the study
of the augmentation varieties is like that of character varieties, for example, as in [HRV08].
In the case of Legendrian tangles T , the natural objects to consider are augmentation varieties
with fixed boundary conditions Augm(T, ρL, ρR; k) [Su17]. In particular, their point-counting
over finite fields, or equivalently by [HRV08, Katz’s appendix], weight polynomials, recover
the ruling polynomials < ρL|Rm

T (z)|ρR >. The latter are invariants defined combinatorially via
the decomposition of the front diagrams of T , and satisfy a composition axiom, reflecting the
sheaf property of augmentation varieties induced from the co-sheaf property of the LCH DGAs
A(T ). Moreover, the sheaf property allows one to derive a decomposition (the ruling/Henry-
Rutherford decomposition) of the augmentation varieties [Su17] (see also [HR15] for the case of
Legendrian knots): Augm(T, ρL, ρR; k) = tρ∈NRm

T (ρL,ρR)Augρm(T ; k), where each piece Augρm(T ; k)
is of the simple form (k∗)a(ρ) × kb(ρ).

Organization and results. In this article, we pursue a study of the mixed Hodge structure on
the (compactly supported) cohomology of the augmentation varieties Augm(T, ρL, ρR;C). The
organization and results of this article are as follows: In Section 1, we review some necessary
background on Legendrian knot theory; In Section 3, via a tangle approach, we establish the
‘invariance’ of augmentation varieties with fixed boundary conditions X = Augm(T, ρL, ρR;C)
(Theorem 3.10), in particular, their mixed Hodge structures (Corollary 3.11). In Section 2.1, we
use the ruling decomposition (Theorem 1.29) in [Su17] to derive a spectral sequence converging
to the mixed Hodge structure on X (Lemma 2.4). In Section 2.2, we use the spectral sequence
to show that the augmentation variety X is of Hodge-Tate type (Proposition 2.8), and H∗c (X) = 0
if ∗ < C where C = a(ρ) + 2b(ρ) is a constant depending only T and the boundary conditions
(ρL, ρR) (Proposition 2.9). We also point out the ‘invariance’ of the mixed Hodge structure
associated to 1st page of the spectral sequence by forgetting the differential (Lemma 2.10).
In Section 2.3, we compute some examples of mixed Hodge structures of the augmentation
varieties Augm(T, ρL, ρR;C). Finally, in Section 4, we study the combinatorics of the ruling
decomposition associated to the augmentation varieties Augm(T, ρL, ρR;C). We conjecture that,
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the ruling decomposition for the full augmentation variety Auga
m(T ; k) of acyclic augmentations

is a Whitney stratification, and its geometric partial order via inclusions of stratum closures
admits an explicit combinatorial description (Conjecture 4.17). We verify the conjecture in the
cases of the ‘building blocks’ of Legendrian tangles: the trivial and elementary Legendrian
tangles in Section 4.1 (Corollary 4.6) and Section 4.2 (Lemma 4.15).
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1. Background

1.1. Legendrian tangles.

1.1.1. Basic definitions. Let U = (xL, xR) be an open interval in Rx for −∞ ≤ xL < xR ≤ ∞,
consider the standard contact 3-manifold J1U = T ∗U × Rz ⊂ J1Rx = R3

x,y,z, with contact form
α = dz − ydx. The Reeb vector field of α is then Rα = ∂z. As in [Su17], we consider (one-
dimensional) Legendrian submanifolds (termed as Legendrian tangles) T in J1U, which are
closed in J1U and transverse to the boundary ∂J1U. In the special case when xL = −∞, xR = ∞,
then U = Rx and Legendrian tangles are Legendrian knots/links in R3

x,y,z in the usual sense.
The front and Lagrangian projections of T are πxz(T ) and πxy(T ) respectively, with the obvious
projections πxz : J1U → U × Rz and πxy : J1U → T ∗U = U × Ry.

We say 2 Legendrian tangles in J1U are Legendrian isotopic if there’s an isotopy between
them along Legendrian tangles in J1U. Note that during the Legendrian isotopy, we require the
ordering via z-coordinates of the left (resp. right) endpoints is preserved. That is, for two (say,
left) end-points p1, p2, they necessarily have the common x-coordinate xL, take any path γ in
∂J1(U) from p2 to p1, then we say p1 > p2 if z(p1) − z(p2) =

∫
γ
α > 0.

1.1.2. Front diagrams. We will always assume the Legendrian tangle T ⊂ J1U is in a generic
position inside its Legendrian isotopy class. So, the front projection πxz(T ) gives a (tangle)
front diagram, i.e. an immersion of a finite union of circles and intervals into U × Rz away
from finitely many points (cusps), which is also an embedding away from finitely many points
(cusps and transversal crossings), such that it has no vertical tangents, sends the boundaries of
the intervals to the boundary ∂U×Rz and is transverse to the boundary. The significance of front
diagrams is that, any Legendrian tangle is uniquely determined by its front projection1, with the
y-coordinate recovered from the x and z-coordinate, via the Legendrian condition dz − ydx =

0 ⇒ y = dz/dx. Note also that, near each crossing of a front diagram, the strand of the lesser
slope is always the over-strand.

1From now on, we will make no distinction between Legendrian tangles and their front diagrams.
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Given a front diagram πxz(T ) in J1U , the strands of πxz(T ) are the maximally immersed con-
nected submanifolds, the arcs of πxz(T ) are the maximally embedded connected submanifolds
and the regions are the maximal connected components of the complement of πxz(T ) in U ×Rz.

We say a front diagram in U×Rz is plat if the crossings have distinct x-coordinates, all the left
cusps have the same x-coordinate, wihch is different from those of the crossings and right cusps,
and likewise for the right cusps. We say a front diagram is nearly plat, if it’s a perturbation of a
plat front diagram, so that the crossings and cusps all have distinct x-coordinates. We can always
make the front diagram πxz(T ) (nearly) plat by smooth isotopies and Legendrian Reidemeister
II moves (see FIGURE 1.2).

1.1.3. Resolution construction. Given any front diagram πxz(T ) in U × Rz, there’s a simple
way to obtain the Lagrangian projection πxy(T ′) of a Legendrian tangle T ′, which is Legendrian
isotopic to T . This is realized by the resolution construction [Ng03, Prop.2.2], via a resolution
procedure as in FIGURE 1.1. We say that T ′ = Res(T ) is obtained from T by resolution
construction.

Figure 1.1. Resolving a front into the Lagrangian projection of a Legendrian
isotopic link/tangle.

1.1.4. Legendrian Reidemeister moves. As in smooth knot theory, there’re analogues of Reide-
meister moves for Legendrian tangles via front diagrams. That is, 2 front diagrams in U × Rz

represent Legendrian isotopic tangles in J1U if and only if they differ by a finite sequence of
smooth isotopies and the following 3 types of Legendrian Reidemeister moves ( [Świ92]):

I II III

Figure 1.2. The 3 types of Legendrian Reidemeister moves relating Legendrian-
isotopic fronts. Reflections of these moves along the coordinate axes are also
allowed.

1.1.5. Maslov potentials. Given a Legendrian tangle T with front diagram πxz(T ). Let r =

|r(T )| be the gcd of the rotation numbers of the closed connected components of T and m be a
nonnegative integer. A Z/mZ-valued Maslov potential of πxz(T ) is a map

µ : {strands of πxz(T )} → Z/mZ

such that near any cusp, have µ(upper strand) = µ(lower strand) + 1. Such a Maslov potential
exists if and only if 2r is a multiple of m. We will always fix a Z/2r-valued Maslov potential
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µ for T , in this case T is naturally oriented2 by the condition that, for each strand of T , it’s
right-moving (resp. left-moving) if and only if µ takes even (resp. odd) value on the strand.

1.2. Normal rulings and ruling polynomials. Here we review the normal rulings and ruling
polynomials for Legendrian tangles, following [Su17]. Given a Legendrian tangle T , with Z/2r-
valued Maslov potential µ for some fixed r ≥ 0. Fix a nonnegative integer m dividing 2r.
Assume that the numbers nL, nR of the left endpoints and right endpoints of T are both even. For
example, any Legendrian tangle obtained from cutting a Legendrian link front along 2 vertical
lines, satisfies this assumption.

Recall that the front diagram πxz(T ) is divided into arcs, crossings and cusps. For example,
an arc begins at a cusp, a crossing or an end-point, going from left to right, and ends at another
cusp, crossing or end-point, meeting no cusp or crossing in-between. Given a crossing a of the
front T , its degree is given by |a| := µ(over-strand) − µ(under-strand).

Definition 1.1. We say an embedded (closed) disk of U × Rz, is an eye of the front T , if it is
the union of (the closures of) some regions (See Section 1.1.2), such that the boundary of the
disk in U × Rz, being the union of arcs, crossings and cusps, consists of 2 paths, starting at the
same left cusp or a pair of left end-points, going from left to right through arcs and crossings,
meeting no cusps in-between, and ending at the same right cusp or a pair of right end-points.

Definition 1.2. A m-graded normal ruling ρ of (T, µ) is a partition of the set of arcs of the front
T into the boundaries in U × Rz of eyes (say e1, . . . , en), or in other words,

t arcs of T = tn
i=1(∂ei \ {crossings, cusps}) ∩ U × Rz,

and such that the following conditions are satisfied:

(1). If some eye ei starts at a pair of left end-points (resp. ends at a pair of right end-points),
we require µ(upper-end-point) = µ(lower-end-point) + 1(modm).

(2). Call a crossing a a switch, if it’s contained in the boundary of some eye ei. In this case,
we require |a| = 0(modm).

(3). Each switch a is clearly contained in exactly 2 eyes, say ei, e j. We require the relative
positions of ei, e j near a to be in one of the 3 situations in Figure 1.3(top row).

Definition 1.3. Given a Legendrian tangle (T, µ), let ρ be a m-graded normal ruling of (T, µ),
and let a be a crossing. Then, a is called a return if the behavior of ρ at a is as in Figure
1.3(bottom row). a is called a departure if the behavior of ρ at a looks like one of the three
pictures obtained by reflecting each of (R1) − (R3) in Figure 1.3(bottom row) with respect to a
vertical axis. Moreover, returns (resp. departures) of degree 0 modulo m are called m-graded
returns (resp. m-graded departures) of ρ.
Define s(ρ) (resp. d(ρ)) to be the number of switches (resp. m-graded departures) of ρ.
Define r(ρ) to be the number of m-graded returns of ρ if m , 1, and the number of m-graded
returns and right cusps if m = 1.

Definition 1.4. Given a m-graded normal ruling ρ of a Legendrian tangle (T, µ), denote by
e1, . . . , en the eyes in J1(U) defined by ρ. The filling surface S ρ of ρ is the the disjoint union

2Throughout the context, Legendrian tangles will be assumed to be oriented.
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Figure 1.3. Top row: The behavior (of the 2 eyes ei, e j) of a m-graded normal
ruling ρ at a switch (where ei and e j are the dashed and shadowed regions respec-
tively), where the crossings are required to have degree 0 (modm). Bottom row:
The behavior (of the 2 eyes ei, e j) of ρ at a return. Three more figures omitted:
The 3 types of departures obtained by reflecting each of (R1)-(R3) with respect
to a vertical axis.

tn
i=1ei of the eyes, glued along the switches via half-twisted strips. This is a compact surface

possibly with boundary. See FIGURE 1.4 for an example.

Figure 1.4. Left: a Legendrian tangle front T with 3 crossings a1, a2, a3, the
numbers indicate the values of the Maslov potential µ on each of the 4 strands.
Right: the filling surface for a normal ruling of T by gluing the 2 eyes along the
3 switches via half-twisted strips.

Let TL (resp. TR) be the left (resp. right) pieces T near the left (resp. right) boundary. It’s
clear that any m-graded normal ruling ρ of T restricts to a m-graded normal ruling of the left
piece TL (resp. of the right piece TR), denoted by rL(ρ) or ρ|TL (resp. rR(ρ) or ρ|TR).

Definition 1.5. Fix a m-graded normal ruling ρL (resp. ρR) of TL (resp. TR). We define a Laurent
polynomial < ρL|Rm

T,µ(z)|ρR >=< ρL|Rm
T (z)|ρR > in Z[z, z−1] by

(1.2.1) < ρL|Rm
T (z)|ρR >:=

∑
ρ: rL(ρ) = ρL, rR(ρ) = ρR

z−χ(ρ)

where the sum is over all m-graded normal rulings ρ such that rL(ρ) = ρL, rR(ρ) = ρR. χ(ρ) is
called the Euler characteristic of ρ and defined by

(1.2.2) χ(ρ) := χ(S ρ) − χ(S ρ|x=xR).
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where xR is the right endpoint of the open interval U = (xL, xR) and χ(S ρ) (resp. χ(S ρ|x=xR)) is
the usual Euler characteristic of S ρ (resp. S ρ|x=xR). Equivalently, χ(ρ) = χc(S ρ|xL≤x<xR) is the
Euler characteristic with compact support of S ρ|xL≤x<xR . Also, notice that when xR = ∞, S ρ|x=xR

is empty with vanishing Euler characteristic.
We will call < ρL|Rm

T (z)|ρR > the m-graded ruling polynomial of T with boundary conditions
(ρL, ρR).

Remark 1.6. Given a m-graded normal ruling ρ, with nL = 2n′L (resp. nR = 2n′R) left (resp.
right) end-points and cL (resp. cR) left (resp. right) cusps, then S ρ|x=xR is the disjoint union of n′R
closed line segments and n = n′L+cL = n′R+cR is the number of eyes in ρ. Hence, χ(S ρ|x=xR) = n′R
is independent of ρ and we get a simple computation formula

(1.2.3) χ(ρ) = cR − s(ρ)

where s(ρ) is defined in Definition 1.3. In particular, when T is a Legendrian link, the definition
here coincides with the usual definition [HR15] of ruling polynomials for Legendrian links.

Given a Legendrian tangle T , let’s denote by NRm
T (resp. NRm

T (ρL, ρR)) the set of m-graded
normal rulings of T (resp. those with boundary conditions (ρL, ρR)). Then we have

Lemma 1.7. [Su17, Lem.2.9] Given a Legendrian isotopy h between 2 Legendrian tangles
T , T ′, preserving the Maslov potentials µ, µ′, there’s a canonical bijection between the set of
m-graded normal rulings of T and T ′

φh : NRm
T
∼
−→ NRm

T ′

commuting with the restrictions rL, rR, and such that for any m-graded normal ruling ρ, S ρ and
φ(S ρ) are homeomorphic, relative to the boundary pieces at x = xL and x = xR.

Note that for such 2 Legendrian isotopic tangles (T, µ), (T ′, µ′), their left and right pieces are
necessarily identical: TL = T ′L,TR = T ′R.

As a consequence of Lemma 1.7, we have

Theorem 1.8. [Su17, Thm.2.10] The m-graded ruling polynomials < ρL|Rm
T (z)|ρR > are Legen-

drian isotopy invariants for (T, µ).
Moreover, suppose T = T1 ◦ T2 is the composition of two Legendrian tangles T1,T2, that is,
(T1)R = (T2)L and T = T1 ∪(T1)R T2, then the composition axiom for ruling polynomials holds:

(1.2.4) < ρL|Rm
T (z)|ρR >=

∑
ρI

< ρL|Rm
T1

(z)|ρI >< ρI |Rm
T2

(z)|ρR >

where ρI runs over all the m-graded normal rulings of (T1)R = (T2)L.

1.3. LCH DGAs for Legendrian tangles. Here we recall the Legendrian Contact Homology
differential graded algebras (LCH DGAs) associated to any Legendrian tangles. We will follow
closely the definitions in [Su17], see also [Siv11, NRS+15]. In the case of Legendrian knots,
the LCH DGAs are naturally defined via the Lagrangian projection, which also admit a front
projection description via the resolution construction [Ng03]. The LCH DGAs for Legendrian
tangles are natural generalizations of those for Legendrian knots, using the front projection
description.
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1.3.1. LCH DGAs via Legendrian tangle fronts. Let (T, µ) be any Legendrian tangle (front),
equipped with a Z/2r-valued Maslov potential µ. Let ∗1, . . . , ∗B be the base points placed on T
so that each connected component containing a right cusp has at least one base point. Suppose
T has nL (resp. nR) left (resp. right) endpoints, labeled from top to bottom by 1, 2, . . . , nL (resp.
1, 2, . . . , nR). Let {a1, . . . , aR} be the set of crossings and right cusps of T , let {ai j, 1 ≤ i < j ≤ nL}

be the set of pairs of left endpoints of T .

Definition/Proposition 1.9. There’s a Z/2r-graded LCH DGAA(T ) = (A(T, µ, ∗1, . . . , ∗B), ∂)
with deg(∂) = −1 as follows:
As an algebra: A(T ) = Z[t±1

1 , . . . , t±1
B ] < ai, 1 ≤ i ≤ R, ai j, 1 ≤ i < j ≤ nL > is a free associative

algebra over Z[t±1
1 , . . . , t±1

B ], where ti is the generator corresponding to the i-th base point ∗i, for
1 ≤ i ≤ B.
The grading: |t±1

i | = 0, |ai| = µ(over-strand) − µ(under-strand) if ai is a crossing, |ai| = 1 if ai is
a right cusp, and |ai j| = µ(i) − µ( j) − 1.
The differential: We impose the graded Leibniz Rule ∂(x · y) = (∂x) · y + (−1)|x|x · ∂y. It then
suffices to define the differentials of the generators. These are defined as follows: ∂(t±1

i )=0; The
differential of ai j’s are given by

(1.3.1) ∂ai j =
∑
i<k< j

(−1)|aik |+1aikak j.

To define the differential of a crossing or a right cusp. Let a = ai and v1, . . . , vn be some
elements in the generators {ai, 1 ≤ i ≤ R, ai j, 1 ≤ i < j ≤ nL} of T for some n ≥ 0. Let
D2

n = D2 − {p, q1, . . . , qn} be a fixed oriented disk with n + 1 boundary punctures (or vertices)
p, q1, . . . , qn, arranged in a counterclockwise order.

Definition 1.10. Define the moduli space ∆(a; v1, . . . , vn) to be the space of admissible disks u
of the tangle front T up to re-parametrization, that is,

(i) (Immersion with singularities) The map u : (D2
n, ∂D2

n) → (R2
xz,T ) is an immersion,

orientation-preserving, and smooth away from possible singularities at left and right
cusps, near which the image of the map are indicated as in FIGURE 1.5.a,b. Note that
the singularities are not vertices of D2

n;
(ii) (Initial/positive vertex) u extends continuously to p, with u(p) = a, near which the image

of the map is indicated as in Figure 1.5.c;
(iii) (Negative vertices at a crossing) If vi is a crossing, u extends continuously to qi, with

u(qi) = vi, near which the image of the map is indicated as in Figure 1.5.d;
(iv) (Negative vertices at a right cusp) If vi is a right cusp, u extends continuously to qi, with

u(qi) = vi, near which the image of the map is indicated as in Figure 1.5.e;
(v) (Negative vertices at a pair of left end-points) If vi is a pair of left end-points a jk, we

require that, as one approaches qi in D2
n, u limits to the line segment [ j, k] at the left

boundary between the left end-points j, k of T ;
(vi) The x-coordinate on the image u(D2

n) has a unique local maximum at a.

Note: the last condition (vi) is in fact a consequence of the previous ones (i)-(v). In the case
when T is a Legendrian knot (front), all the defining conditions are translated from the definition
of the LCH DGA associated to Res(T ), via the Lagrangian projection description. Via the
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a. Allowed singularties b. Forbidden singularities

c. Initial vertices d. Negative vertices at a crossing

e. Negative vertices at a right cusp

(counted twice)

Figure 1.5. Admissible disks: The image of the disk D2
n under an admissible

map near a singularity or a vertex on the boundary ∂D2
n. The first row indicates

the possible singularities, the second and third rows indicate the possible ver-
tices. In the first 2 pictures of part e, 2 copies of the same strand (the heavy
lines) are drawn for clarity.

resolution construction (Figure 1.1), the defining conditions near a right cusp are illustrated by
Figure 1.6.

(counted twice)

Figure 1.6. The singularity and negative vertices at a right cusp after resolution:
The first figure corresponds to a singularity (Figure 1.5.a), the remaining ones
correspond to a negative vertex (FIGURE 1.5.e, going from left to right).

For each u ∈ ∆(a; v1, . . . , vn), walk along u(∂D2
n) starting from a in counterclockwise di-

rection, we encounter a sequence s1, . . . , sN(N ≥ n) of negative vertices of u (crossings, right
cusps, or pairs of left end-points as in Definition 1.10) and base points (away from the previous
negative vertices).
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Definition 1.11. The weight of u is w(u) := w(s1) . . .w(sN), where

(i) w(sk) = ti(resp. t−1
i ) if sk is the base point ∗i, and the boundary orientation of u(∂D2)

agrees (resp. disagrees) with the orientation of T near ∗i. Note that this includes the
case when the base point ∗i is located at a right cusp, which is also a singularity of u
(See Figure 1.5.a);

(ii) w(sk) = vi (resp. (−1)|vi |+1vi) if sk is the crossing vi and the disk u(D2
n) occupies the top

(resp. bottom) quadrant of vi (See Figure 1.5.d);
(iii) w(sk) = ai j if sk is the pair of left end-points ai j;
(iv) w(sk) = w1(sk)w2(sk) if sk is the right cusp vi = u(qi) (see Figure 1.5.e), where

w2(sk) = vi (resp. v2
i ) if the image of u near qi looks like the first two diagrams (resp.

the third diagram) of Figure 1.5.e;
w1(sk) = 1 if sk is a unmarked right cusp (equipped with no base point);
w1(sk) = t j (resp. t−1

j ) if vi is a marked right cusp equipped with the base point ∗ j, and vi

is an up (resp. down) right cusp3. See Figure 1.6 for an illustration.

Definition 1.12. For a = ai a crossing or a right cusp, its differential is given by

(1.3.2) ∂a =
∑

n,v1,...,vn

∑
u∈∆(a;v1,...,vn)

w(u)

where for a = ai a right cusp, we also include the contribution from an “invisible” disk u coming
from the resolution construction (see Figure 1.1 (right)), with w(u) = 1 (resp. t−1

j or t j), if there’s
no base point (resp. a base point ∗ j, depending on whether ai is an up or down right cusp).

1.3.2. The co-sheaf property. Let T be a Legendrian tangle in J1U. Let V be an open subinter-
val of U such that, the boundary (∂U) ×Rz is disjoint from the crossings, cusps and base points
of T . T |V then gives a Legendrian tangle in J1V with Maslov potential induced from that of T ,
hence the LCH DGAA(T |V) is defined. There’s indeed a co-restriction map of DGAs.

Definition/Proposition 1.13 ( [NRS+15, Prop.6.12], [Siv11] or [Su17, Def/Prop.3.9]). The fol-
lowing defines a morphism of Z/2r-graded DGAs ιUV : A(T |V)→ A(T ):

(1) ιUV sends a generator of A(T |V), corresponding to a crossing, a right cusp or a base
point of T , to the corresponding generator ofA(T );

(2) For a generator bi j inA(T |V) corresponding to the pair of left end-points i, j of T |V , the
image ιUV(bi j) is defined as follows:
Use the notations in Definition 1.10 and consider the moduli space ∆(bi j; v1, . . . , vn) of
disks u : (D2

n, ∂D2
n) → (R2

xz,T ) satisfying the conditions in definition 1.10, with the
condition for a there replaced by “u limits to the line segments [i, j] between the pair of
left end-points i, j of T |V at the puncture p ∈ ∂D2 and u attains its local maxima exactly
along [i, j]”. Then define

(1.3.3) ιUV(bi j) =
∑

n,v1,...,vn

∑
u∈∆(bi j,v1,...,vn)

w(u)

3Recall that a cusp is called up (resp. down) if the orientation of the front T near the cusp goes up (resp. down).
See Figure 1.8.
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Example 1.14 (co-restriction ιR for a right cusp). One key example for the co-restriction of
DGAs is ιR : A(TR)→ A(T ), where T be an elementary Legendrian tangle of a single (marked
or unmarked) right cusp a, and TR is the right piece of T . For simplicity, assume T has 4 left
endpoints and 2 right endpoints as in Figure 1.7. Then A(TR) = Z < b12 >, where b12 is the
generator corresponding to the pair of left endpoints of TR, and A(T ) = Z[t, t−1] < a, ai j, 1 ≤
i < j ≤ 4 > with ∂a = tσ(a) + a23 (see Definition 1.15 below), where ai j’s correspond to the
pairs of left endpoints of T , t is the generator corresponding to the base point if the right cusp
is marked and t = 1 otherwise. Then ιR : A(TR)→ A(T ) is given by

ιR(b12) = a14 + a13t−σ(a)a24 + a12at−σ(a)a24 + a13t−σ(a)aa34 + a12at−σ(a)aa34

= a14 + t−σ(a)(a13 + a12a)(a24 + aa34).

Figure 1.7. Left: An elementary Legendrian tangle of an unmarked right cusp.
Right: An elementary Legendrian tangle of a marked right cusp.

Here, we introduce a sign at a right cusp:

Definition 1.15. Given a right cusp a of the oriented tangle front T , we define the sign σ = σ(a)
of a to be 1 (resp. −1) if a is a down (resp. up) cusp. See Figure 1.8.

Figure 1.8. Left: a down right cusp. Right: an up right cusp.

One key property of LCH DGAs for Legendrian tangles is the co-sheaf property:

Proposition 1.16 ( [NRS+15, Thm.6.13] or [Su17, Prop.3.13]). If U = L ∪V R is the union of 2
open intervals L,R with non-empty intersection V, then the diagram of co-restriction maps

(1.3.4) A(T |V)
ιRV //

ιLV

��

A(T |R)

ιUR

��
A(T |L)

ιUL // A(T )

gives a pushout square of Z/2r-graded DGAs.
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1.4. Augmentations and the ruling decomposition. In this subsection, we will review the
augmentation varieties (with given boundary conditions) for Legendrian tangles, following
[Su17, Section.4.1].

Fix a Legendrian tangle T , with Z/2r-valued Maslov potential µ, base points ∗1, . . . , ∗B so
that each connected component containing a right cusp has at least one base point. Denote the
crossings, right cusps and pairs of left end-points by R = {a1, . . . , aN}. As always, the base
points are assumed to be away from the crossings and left cusps of T . Let nL, nR be the numbers
of left and right end-points in T respectively.

1.4.1. Full augmentation varieties. We define the LCH DGA (A(T ), ∂) as in the previous Sec-
tion 1.3. So as an associative algebra we haveA := A(T ) = Z[t±1

1 , . . . , t±1
B ] < a1, . . . , aN >. Fix

a nonnegative integer m dividing r and a base field k.

Definition 1.17. A m-graded (or Z/m-graded) k-augmentation ofA is an unital algebraic map
ε : (A, ∂) → (k, 0) such that ε ◦ ∂ = 0, and for all a in A we have ε(a) = 0 if |a| , 0(modm).
Here (k, 0) is viewed as a DGA concentrated on degree 0 with zero differential. Morally, “ε is a
Z/mZ-graded DGA map”.

Definition 1.18. Define Augm(T, k) to be the set of m-graded k-augmentations of A(T ). This
defines an affine subvariety of (k×)B × kN , via the map

Augm(T, k) 3 ε → (ε(t1, . . . , ε(tB), ε(a1), . . . , ε(aN))) ∈ (k×)B × kN

with the defining polynomial equations ε ◦ ∂(ai) = 0, 1 ≤ i ≤ N and ε(ai) = 0 for |ai| ,
0(modm). This affine variety Augm(T, k) will be called the (full) m-graded augmentation variety
of (T, µ, ∗1, . . . , ∗B).

Augmentation varieties for Legendrian tangles satisfy a sheaf property, induced by the co-
sheaf property of LCH DGAs in Section 1.3.2. More precisely, we have

Definition/Proposition 1.19 (Sheaf property for augmentation varieties). Let T a Legendrian
tangle in J1U.

(1) Let V be an open subinterval of U, then the co-restriction of DGAs ιUV : A(T |V) →
A(T ) induces a restriction rVU = ι∗VU : Augm(T ; k)→ Augm(T |V ; k).

(2) If U = L ∪V R is the union of 2 open intervals L,R with non-empty intersection V , then
the diagram of restriction maps

(1.4.1) Augm(T ; k)
rRU //

rLU

��

Augm(T |R; k)

rVR

��
Augm(T |L; k)

rVL // Augm(T |V ; k)

gives a fiber product of augmentation varieties.

1.4.2. Barannikov normal forms.

Example 1.20 (The augmentation variety for trivial Legendrian tangles). Let T be the trivial
Legendrian tangle of n parallel strands, labeled from top to bottom by 1, 2, . . . , n, equipped a
Z/2r-valued Maslov potential µ. The LCH DGA is A(T ) = Z < ai j, 1 ≤ i < j ≤ n >, with
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the grading |ai j| = µ(i) − µ( j) − 1 and the differential given by formula (1.3.1). The m-graded
augmentation variety Augm(T ; k) is

Augm(T ; k) = {(ε(ai j))1≤i< j≤n|ε ◦ ∂ai j = 0, and ε(ai j) = 0 if |ai j| , 0(modm).}

On the other hand,

Definition 1.21. Associate to the trivial Legendrian tangle (T, µ), define a canonical Z/m-graded
filtered k-module C = C(T ): C is the free k-module generated by e1, . . . , en corresponding to
the n strands of T with grading |ei| = µ(i)(modm). Moreover, C is equipped with a decreasing
filtration F0 ⊃ F1 ⊃ . . . ⊃ Fn : F iC = Span{ei+1, . . . , en}.
Define Bm(T ) := Aut(C) to be the automorphism group of the Z/m-graded filtered k-module C.
Denote I = I(T ) := {1, 2, . . . , n}.

Now, in the example, given any m-graded augmentation ε for A(T ), we construct a Z/m-
graded chain complex C(ε) = (C, d(ε)): The differential d = d(ε) is filtration preserving, of
degree −1 given by

< dei, e j >= 0 for i ≥ j and < dei, e j >= (−1)µ(i)ε(ai j) for i < j.

Here < dei, e j > denotes the coefficient of e j in dei. The condition that d is of degree −1 is
equivalent to: < dei, e j >= (−1)µ(i)ε(ai j) = 0 if µ(i) − µ( j) − 1 = |ai j| , 0(modm) for all i < j.
The condition of the differential d2 = 0 is equivalent to: for all i < j have < d2ei, e j >=

∑
i<k< j <

dei, ek >< dek, e j >= 0, i.e.
∑

i<k< j(−1)µ(i)−µ(k)ε(aik)ε(ak j) = ε ◦ ∂ai j = 0.
Thus, we see that the map ε → C(ε) gives an isomorphism between the augmentation variety

Augm(T ; k) and the set MCS A
m(T ; k) of Z/m-graded filtered chain complexes (C, d), or equiv-

alently, the set of filtration preserving degree −1 differentials d of C. From now on, we will
always use this identification (see also Section 3.1).

Given the Legendrian tangle (T, µ) of n parallel strands, Bm(T ) acts naturally on Augm(T ; k) =

MCS A
m(T ) via conjugation: given ϕ ∈ Bm(T ) and (C, d) in MCS A

m(T ; k), have ϕ · (C, d) := (C, ϕ◦
d ◦ ϕ−1). In particular, the Bm(T )-orbit Bm(T ) · (C, d) (or Bm(T ) · d) is simply the isomorphism
classes of d.

Lemma 1.22 (Barannikov normal form, [Su17, Lem.4.5], or [Bar94, Lau15]). Let (C, d) be
any Z/m-graded filtered chain complex over k, where C = Spank{e1, . . . , en} is fixed with the
decreasing filtration F0 ⊃ F1 ⊃ . . . ⊃ Fn: F iC = Spank{ei+1, . . . , en}, then the isomorphism
class of (C, d) has a unique representative, say (C, d0), such that the matrix (< d0ei, e j >)i, j has
at most one nonzero entry in each row and column and moreover these are all 1’s. Equivalently,
for I = {1, 2, . . . , n}, there’s a partition I = U t L t H and a bijection ρ : U

∼
−→ L, satisfying

ρ(i) > i and |ei| = |eρ(i)| + 1(modm) for all i in U, and such that d0ei = eρ(i) for i ∈ U, d0ei = 0
for i ∈ L t H.

The unique representative (C, d0) is called the Barannikov normal form of (C, d).

Definition 1.23. Given a trivial Legendrian tangle (T, µ), a partition I = I(T ) = U t L t H
together with a bijection ρ : U

∼
−→ L as in Lemma 1.22, will be called an m-graded isomorphism

type of T , denoted by ρ for simplicity.
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Remark 1.24. By Lemma 1.22, each m-graded isomorphism type ρ of T determines an unique
isomorphism class Om(ρ; k) of Z/m-graded filtered k-complexes (C(T ), d). In other words,
Om(ρ; k) is the Bm(T )-orbit of the canonical augmentation ερ (equivalently, the Barannikov
normal form dρ determined by ρ), using the identification in Example 1.20. We thus obtain
a decomposition of the full augmentation variety for the trivial Legendrian tangle (T, µ):

Augm(T ; k) = tρOm(ρ; k)(1.4.2)

where ρ runs over all m-graded isomorphism types of T .
In addition, take a m-graded augmentation ε of A(T ), or equivalently the m-graded filtered

chain complex C(ε) = (C, d(ε)). Suppose ε is acyclic, meaning that (C, d(ε)) is acyclic, i.e.
H = ∅ in the partition I = L t H t U associated to d(ε). Then, the associated m-graded
isomorphism type ρ : U

∼
−→ L can be identified with an m-graded normal ruling (denoted by the

same ρ) of T .

1.4.3. Augmentation varieties with fixed boundary conditions. Now, we come back to the gen-
eral case. Let (T, µ, ∗1, . . . , ∗B) be any Legendrian tangle as in the beginning of this subsection.
Take the left and right pieces of T , called TL,TR respectively. We get 2 restrictions of augmen-
tation varieties

rL = ι∗L : Augm(T )→ Augm(TL)(1.4.3)
rR = ι∗R : Augm(T )→ Augm(TR).(1.4.4)

By the sheaf property of augmentation varieties, it’s natural to consider the following subvari-
eties:

Definition 1.25. Given m-graded isomorphism types ρL, ρR for TL,TR respectively, and εL ∈

Om(ρL; k). Define the varieties

Augm(T, εL, ρR; k) := {εL} ×Augm(TL;k) ×Augm(T ; k) ×Augm(TR;k) ×Om(ρR; k)
Augm(T, ρL, ρR; k) := Om(ρL; k) ×Augm(TL;k) ×Augm(T ; k) ×Augm(TR;k) ×Om(ρR; k)

Augm(T, εL, ρR; k) will be called the m-graded augmentation variety with boundary conditions
(εL, ρR) for T . When εL = ερL is the canonical augmentation of TL corresponding to the Baran-
nikov normal form determined by ρL, we will call Augm(T, ερL , ρR; k) the m-graded augmenta-
tion variety (with boundary conditions (ρL, ρR)) of T .

By definition, we immediately obtain a decomposition of the full augmentation variety

Augm(T ; k) = tρL,ρRAugm(T, ρL, ρR; k)(1.4.5)

where ρL, ρR run over all m-graded isomorphism types of TL,TR respectively.
From now on, we will consider only the varieties Augm(T, ρL, ρR; k) (or Augm(T, εL, ρR; k)

for some εL ∈ Om(ρL; k)), where ρL, ρR are m-graded normal rulings of TL,TR respectively. In
particular, this forces that the numbers nL, nR of left endpoints and right endpoints of T are both
even.

Definition 1.26. Let Fq be any finite field, and ρL, ρR be m-graded normal rulings of TL,TR

respectively. The m-graded augmentation number (with boundary conditions (ρL, ρR)) of T
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over Fq is

augm(T, ρL, ρR; q) := q−dimCAugm(T,ερL ,ρR;C)|Augm(T, ερL , ρR;Fq)|(1.4.6)

where |Augm(T, ερL , ρR;Fq)| is simply the counting of Fq-points.

Augmentation numbers are invariants computed by ruling polynomials:

Theorem 1.27 ( [Su17, Thm.4.19]). Let (T, µ) be a Legendrian tangle, with B base points so
that each connected component containing a right cusp has at least one base point. Fix m|2r
and m-graded normal rulings ρL, ρR of TL,TR respectively, then

augm(T, ρL, ρR; q) = q−
d+B

2 zB < ρL|Rm
T (z)|ρR >

where q = |Fq|, z = q
1
2 − q−

1
2 , and d is the maximal degree in z of < ρL|Rm

T (z)|ρR >.

In other words, the point-counting, or equivalently by [HRV08, Katz’s appendix], the weight
polynomials of the augmentation varieties Augm(T, ερL , ρR; k), recover the ruling polynomials.

1.4.4. The ruling decomposition. Given a Legendrian tangle (T, µ). Assume T is placed with
B base points so that each right cusp is marked. Label the crossings, cusps and base points
away from the right cusps of T by q1, . . . , qn with x-coordinates, from left to right. Let x0 <
x1 < . . . < xn be the x-coordinates which cut T into elementary tangles. That is, x0 and xn

are the the x-coordinates of the left and right end-points of T , and xi−1 < xqi < xi for all
1 ≤ i ≤ n. Let Ti = T |{x0<x<xi} and Ei := T |{xi−1<x<xi} be the i-th elementary tangle around qi, then
T = Tn = E1 ◦ E2 ◦ . . . ◦ En is the composition of n elementary tangles.

Fix m-graded normal rulings ρL, ρR of TL,TR respectively. Fix εL ∈ Om(ρL; k).

Definition 1.28. For any m-graded normal ruling ρ of T such that ρ|TL = ρL and ρ|TR = ρR,
denote ρi := ρ|(Ti)R=(Ti+1)L for 0 ≤ i ≤ n. In particular, ρ0 = ρL, ρn = ρR. Use the left and right
restriction maps for augmentation varieties, to define the varieties

Augρm(T, εL) := Augm(E1, εL, ρ1) ×Om(ρ1) . . . ×Om(ρn−1) Augm(En, ρn−1, ρn)
Augρm(T, ρL) := Augm(E1, ρ0, ρ1) ×Om(ρ1) . . . ×Om(ρn−1) Augm(En, ρn−1, ρn)

while for simplicity we have ignored the coefficient field k. Sometimes for clarity, we also de-
note Augρm(T, εL, ρR; k) := Augρm(T, εL; k) and Augρm(T, ρL, ρR; k) = Augρm(T ; k) := Augρm(T, ρL; k).

We then have the ruling decomposition:

Theorem 1.29 ( [Su17, Thm.5.10] or [HR15, Thm.3.4]). Let (T, µ) be any Legendrian tangle,
with B base points placed on T so that each right cusp is marked. Fix m-graded normal rulings
ρL, ρR of TL,TR respectively. Fix εL ∈ Om(ρL; k). Then there’s a decomposition of augmentation
varieties into the disjoint union of subvarieties

Augm(T, εL, ρR; k) = tρAugρm(T, εL, ρR; k)
Augm(T, ρL, ρR; k) = tρAugρm(T, ρL, ρR; k)

where ρ runs over all m-graded normal rulings of T such that ρ|TL = ρL, ρ|TR = ρR. Moreover,

Augρm(T, εL, ρR; k) � (k∗)−χ(ρ)+B × kr(ρ)(1.4.7)
Augρm(T, ρL, ρR; k) � Om(ρL; k) × (k∗)−χ(ρ)+B × kr(ρ)(1.4.8)
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� (k∗)−χ(ρ)+B+n′L × kr(ρ)+A(ρL)

where nL = 2n′L is the number of left endpoints of T , and A(ρL) is defined below.

Definition 1.30. As in Definition 1.23, let ρ be any m-graded isomorphism type for a trivial
Legendrian tangle T : I = I(T ) = U t L t H, ρ : U

∼
−→ L. For any i ∈ I, define

I(i) := { j ∈ I| j > i, µ( j) = µ(i)(modm)}.

For any i ∈ U t H, define

A(i) = Aρ(i) := { j ∈ U t H| j ∈ I(i) and ρ( j) < ρ(i)}.

where for i ∈ H, denote ρ(i) := ∞. Now, define A(ρ) ∈ N by

A(ρ) :=
∑

i∈UtH

|A(i)| +
∑
i∈L

|I(i)|.

From now on, we will always assume that each right cusp of a Legendrian tangle is marked.

Remark 1.31. By [Su17, Lem.4.20], the index −χ(ρ) + 2r(ρ) only depends on T, ρ|TL , ρ|TR .
Hence, so is a(ρ) + 2b(ρ), where a(ρ) = −χ(ρ) + B + n′L, b(ρ) = r(ρ) + A(ρL).

Remark 1.32. By the previous theorem, we obtain a natural surjection

RT : Augm(T, ρL, ρR; k)→ NRm
T (ρL, ρR)

which sends an augmentation to its underlying m-graded normal ruling.

2. On the cohomology of the augmentation varieties

Let (T, µ) be an oriented Legendrian tangle. Given any augmentation variety with fixed
boundary conditions associated to (T, µ), the mixed Hodge structure on its compactly sup-
ported cohomology, up to a normalization, is a Legendrian isotopy invariant (Section 3). In
this section, associated to the ruling decomposition of the variety, we derive a spectral sequence
converging to the mixed Hodge structure. As an application, we obtain some knowledge on the
cohomology of the augmentation variety.

2.1. A spectral sequence converging to the mixed Hodge structure. As in Section 1.4.4, let
(T, µ) be an oriented Legendrian tangle with each right cusp marked, and T = E1 ◦ E2 ◦ . . . En

is the composition of n elementary Legendrian tangles. Fix m-graded normal rulings ρL, ρR of
TL,TR respectively. Denote by NRm

T (ρL, ρR) the set of m-graded normal rulings ρ of T such that
ρ|TL = ρL, ρ|TR = ρR.

For each 1 ≤ i ≤ n−1, recall that the co-restriction of LCH DGAs induce a restriction map of
augmentation varieties ri : Augm(T, ρL, ρR; k)→ Auga

m((Ei)R = (Ei+1)L; k), where Auga
m((Ei)R =

(Ei+1)L; k) is the variety of acyclic augmentations (See Remark 1.24) of (Ei)R = (Ei+1)L. Take
the underlying normal rulings, ri induces the restriction map on the sets of normal rulings
ri : NRm

T (ρL, ρR; k) → NRm
(Ei)R

, given by ri(ρ) = ρ|(Ei)R . Moreover, the ruling decomposition
Auga

m((Ei)R; k) = tτAugτm((Ei)R; k) = Om(τ; k) is a stratification stratified by the Bm((Ei)R)-
orbits, where τ runs over the set NRm

(Ei)R
of all m-graded normal rulings of (Ei)R.
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Definition 2.1. Firstly, define a geometric partial order ≤G on NRm
(Ei)R

via inclusions of strata:
For any τ, τ′ in NRm

(Ei)R
, we say τ′ ≤G τ, if Om(τ′; k) ⊂ Om(τ; k) in Auga

m((Ei)R; k).

Now, define an algebraic partial order ≤A on NRm
T (ρL, ρR): For any ρ, ρ′ in NRm

T (ρL, ρR), we say
ρ′ ≤A ρ, if ri(ρ′) ≤G ri(ρ) for all 1 ≤ i ≤ n − 1.

Definition 2.2. For each m-graded normal ruling ρ of T , define a closed subvariety Aρ(T ; k) of
Augm(T, ρL, ρR; k):

Aρ(T ; k) := {ε ∈ Augm(T, ρL, ρR; k)|RT (ε) ≤A ρ}

Notice that Aρ(T ; k) = ∩n−1
i=1 r−1

i (Om(ri(ρ); k)), so it’s indeed a closed subvariety. It’s also clear
that Aρ(T ; k) = tρ′≤AρAugρ

′

m (T ; k) set-theoretically.

The ruling decomposition induces a finite ruling filtration of Augm(T, ρL, ρR; k) by closed
subvarieties:

Definition/Proposition 2.3. Define a decomposition NRm
T (ρL, ρR) = tD

i=0Ri by induction: Let
D + 1 be the maximal length of the ascending chains in (NRm

T (ρL, ρR),≤A). Let RD is the subset
of maximal elements in (NRm

T (ρL, ρR),≤A). Suppose we’ve defined Ri+1, . . . ,RD, let Ri be the
subset of maximal elements in (NRm

T (ρL, ρR) − tD
j=i+1R j,≤

A).
Now, define the closed subvariety Ai = Ai(T, ρL, ρR; k) of Augm(T, ρL, ρR; k) as

Ai := ∪ρ∈Ri Aρ(T ; k)(2.1.1)

for 0 ≤ i ≤ D. By definition, we obtain a finite filtration:

Augm(T, ρL, ρR; k) = AD ⊃ AD−1 ⊃ . . . ⊃ A0 ⊃ A−1 = ∅(2.1.2)

Moreover, as varieties we have

Ai − Ai−1 = tρ∈RiAugρm(T ; k)(2.1.3)

That is, Ai − Ai−1 is the disjoint union of some open subvarieties Augρm(T ; k).

Proof. It suffices to show the last identity. This is clear set-theoretically, it’s enough to show
each Augρm(T ; k) is an open subvariety of Ai − Ai−1. We only need to show that, for any ρ , ρ′

in Ri, have Augρm(T ; k) ∩ Augρ
′

m (T ; k) = ∅. Otherwise, say, ε ∈ Augρm(T ; k) ∩ Augρ
′

m (T ; k), then
RT (ε) = ρ, and ε ∈ Augρ

′

m (T ; k) ⊂ r−1
i (Om(ri(ρ′); k)) for all 1 ≤ i ≤ n − 1. It follows that

ri(ε) ∈ Om(ri(ρ′); k), hence ri(ρ) ≤G ri(ρ′) for all 1 ≤ i ≤ n − 1, that is, ρ′ ≤A ρ. However, ρ is
maximal in NRm

T (ρL, ρR) − tD
j=i+1R j, so ρ = ρ′, contradiction. �

Now, the ruling filtration induces a spectral sequence computing the mixed Hodge structure
(Definition/Proposition 2.5) of the augmentation variety AD = Augm(T, ρL, ρR;C):

Lemma 2.4. Any finite filtration AD ⊃ AD−1 ⊃ . . . ⊃ A0 ⊃ A−1 = ∅ by closed subvarieties
induces a spectral sequence converging to the compactly supported cohomology of the variety
AD, respecting the mixed Hodge structures4 (MHS):

Ep,q
1 = Hp+q

c (Ap \ Ap−1)⇒ Hp+q
c (AD).

4For simplicity, we will only consider mixed Hodge structures over Q, and the cohomology is understood as
that with rational coefficients.
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Proof. This is a well-known fact to experts. However, we give a complete proof here, due to a
lack of good reference. For each 0 ≤ p ≤ D, let Up = Ap − Ap−1 and jp : Up ↪→ Ap be the open
inclusion. Let ip : Ap−1 ↪→ Ap be the closed embedding. We then obtain a short exact sequence
of sheaves on Ap:

0→ ( jp)! j−1
p QAp

→ Q
Ap
→ (ip)∗i−1

p QAp
→ 0(2.1.4)

where Q
Ap

is the constant sheaf on Ap. Take the hypercohomology with compact support,
we obtain a long exact sequence in the abelian category of mixed Hodge structures (Defini-
tion/Proposition 2.5):

. . .→ Hi
c(Up)

αp
−−→ Hi

c(Ap)
βp
−→ Hi

c(Ap−1)
δp
−→ Hi+1

c (Up)→ . . .(2.1.5)

We can now construct an exact couple [McC01, Section 2.2] from the long exact sequences
associated to the triples (Up, Ap, Ap−1) as follows: Take

D := ⊕p,qDp,q,Dp,q := Hp+q−1
c (Xp−1); E := ⊕p,qEp,q, Ep,q := Hp+q

c (Up).

Define morphisms of Q-modules i : D→ D, j : D→ E, and k : E → D as follows: Let

i|Dp+1,q = βp : Dp+1,q = Hp+q
c (Xp)→ Dp,q+1 = Hp+q

c (Xp−1);

j|Dp,q+1 = δp : Dp,q+1 = Hp+q
c (Xp−1)→ Ep,q+1 = Hp+q+1

c (Up);

k|Ep,q+1 = αp : Ep,q+1 = Hp+q+1
c (Up)→ Dp+1,q+1 = Hp+q+1

c (Xp).

It’s easy to check that we have obtained an exact couple C = {D, E, i, j, k} of bi-graded Q-
modules

D
i // D

j��~~~~~~~

E
k

__@@@@@@@

such that the bi-degrees of the morphisms are: deg(i) = (−1, 1), deg( j) = (0, 0), and deg(k) =

(1, 0). Recall that, an exact couple C = {D, E, i, j, k} is a diagram of bi-graded Q-modules as
above, with i, j, k Q-module homomorphisms, such that, the diagram is exact at each vertex.
Also, given any exact couple C = {D, E, i, j, k}, the derived couple C′ = C(1) = {D′, E′, i′, j′, k′}
of C is defined as follows: Take

D′ = i(D) = ker( j), E′ = H(E, d) = Ker( j ◦ k)/Im( j ◦ k),where d = j ◦ k.

and define

i′ = i|i(D) : D′ → D′;
j′ : D′ → E′ by j′(i(x)) = j(x) + dE ∈ E′,∀x ∈ D;
k′ : E′ → D′ by k′(e + dE) = k(e),∀e ∈ Ker(d).

Notice that C′ is again an exact couple [McC01, Prop.2.7].
In our case, for each n ≥ 0, let C(n) = {D(n), E(n), i(n), j(n), k(n)} = (C(n−1))′ be the n-th derived

couple of C. Then, by [McC01, Thm.2.8], the exact couple C induces a spectral sequence
{Er, dr}, r = 1, 2, . . ., where Er = E(r−1), and dr = j(r) ◦ k(r) has bi-degree (r, 1 − r). In particular,
E1 = E = E∗,∗, d1 = j ◦ k.
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To finish the proof of the lemma, we also need to determine E∞ = Er for r >> 0. By
[McC01, Prop.2.9], have Ep,q

r = Z p,q
r /Bp,q

r , where Z p,q
r = k−1(Im(ir−1) : Dp+r,q−r+1 → Dp+1,q),

Bp,q
r = j(Ker(ir−1) : Dp,q → Dp−r+1,q+r−1). Moreover, Ep,q

∞ = ∩rZ
p,q
r / ∪r Bp,q

r .
In our case, clearly have Ep,q

∞ = Ep,q
r for r >> 0. Moreover, for r >> 0, we see that ir−1 =

0 : Dp,q = Hp+q−1
c (Ap−1) → Dp−r+1,q+r−1 = Hp+q−1

c (Ap−r = ∅) = 0, and j = δp : Dp,q =

Hp+q−1
c (Ap−1) → Ep,q = Hp+q

c (Up), so Bp,q
r = Im(δp : Hp+q−1

c (Ap−1) → Hp+q
c (Up)) = Ker(αp :

Hp+q
c (Up) → Hp+q

c (Ap)). On the other hand, for r >> 0, ir−1 = I∗p : Dp+r,q−r+1 = Hp+q
c (Ap+r−1 =

AD)→ Dp+1,q = Hp+q
c (Ap) is the natural morphism induced by the inclusion Ip : Ap ↪→ AD, and

k = αp : Ep,q = Hp+q
c (Up) → Dp+1,q = Hp+q

c (Ap). So, Z p,q
r = α−1

p (I∗p : Hp+q
c (AD) → Hp+q

c (Ap)).
Therefore, we have Ep,q

r = α−1
p (Im(I∗p))/Ker(αp) � Im(I∗p) ∩ Im(αp) = Im(I∗p) ∩ Ker(βp), where

the last 2 equalities follow from the following commutative diagram with exact rows, in which
all the squares are fiber products:

Im(I∗p) ∩ Im(αp)
� _

��

� v

))
0 // Ker(αp) //

Id

��

α−1
p (Im(I∗p)) //

� _

��

55 55

Im(I∗p)
� _

��

Im(αp) � v

))

0 // Ker(αp) // Hp+q
c (Up)

αp //

55 55

Hp+q
c (Ap)

βp // Hp+q
c (Ap−1)

Let F pHp+q
c (XD) := Ker(I∗p−1). Clearly, the identity of inclusions Ip−1 = Ip ◦ ip : Ap−1

ip
↪−→

Ap
Ip
↪−→ AD induces I∗p−1 = i∗p ◦ I∗p = βp ◦ I∗p : Hp+q

c (XD)
I∗p
−→ Hp+q

c (Ap)
βp
−→ Hp+q

c (Ap−1). So we obtain
a filtration Hp+q

c (XD) = F0 ⊃ F1 ⊃ . . . ⊃ FD ⊃ FD+1 = 0 for Hp+q
c (XD). Thus, we obtain the

following commutative diagram with exact rows:

0
��

// Ep,q
∞

��

0 // Ker(I∗p) //
� _

��

Hp+q
c (XD) //

Id��

Im(I∗p) //

����

0

0 // Ker(I∗p−1) //

��

Hp+q
c (XD) //

��

Im(I∗p−1) // 0

// F p/F p+1 // 0

By the five lemma, we then have the natural isomorphism Ep,q
∞ � F p/F p+1(Hp+q

c (XD)). Thus,
the spectral sequence {Ep,q

r , dr} converges to Hp+q
c (XD), with the first page given by Ep,q

1 =

Hp+q
c (Up) = Hp+q

c (Ap \ Ap−1). Finally, the compatibility with MHS is automatic, as all the
morphisms in the previous construction, hence in the spectral sequence, are morphisms in the
abelian category of mixed Hodge structures over Q. �
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2.2. Application. The spectral sequence in the previous subsection allows us to draw some
conclusions about the cohomology of the augmentation variety. We begin with some prelimi-
naries on mixed Hodge structures, mainly due to Deligne [Del71, Del74]. A general reference
is [PS08]. We only review the part which is most relevant to us.

Definition/Proposition 2.5. ( [Del71, Del74] or [PS08])

(1) Let X be a complex algebraic variety, for each j there exists an increasing weight filtra-
tion

0 = W−1 ⊂ W0 ⊂ . . . ⊂ W j = H j
c(X) = H j

c(X,Q)

and a decreasing Hodge filtration

H j
c(X)C = H j

c(X,C) = F0 ⊃ F1 ⊃ . . . ⊃ Fm ⊃ Fm+1 = 0

such that the filtration F induces a pure Hodge structure of weight l on the complexifi-
cation of the graded pieces GrW

l = Wl/Wl−1 of the weight filtration: for each 0 ≤ p ≤ l,
we have

GrWC
l = F pGrWC

l ⊕ F l−p+1GrWC
l .

(2) If X is smooth and projective, then H j
c(X) = H j(X,Q) is a pure Hodge structure of

weight j, with the Hodge filtration F iH j(X,C) = ⊕p+q= j,p≥iHp,q(X), induced from the
classical Hodge decomposition H j(X,C) = ⊕p+q= jHp,q(X) = Hq(X,Ωp).
For example, if X = P1(C), then H2(X) = Q(−1) is the pure Hodge structure of weight
2 on Q, with the Hodge filtration on H2(X,C) = H1,1(X) = C given by F1 = C, F2 = 0.
Here Q(−1) is called the (−1)-th Tate twist (of the trivial weight 0 pure Hodge structure
Q). In general, define Q(−m) := (Q(−1))⊗m to be the (−m)-th Tate twist, that is, a pure
Hodge structure of weight 2m on Q, with Hodge filtration Fm = C, Fm+1 = 0.

(3) If we replace H j
c(X,Q) by any finite dimensional vector spaces V overQ, then (1) gives a

mixed Q-Hodge structure (MHS) on V . One standard fact is that, the category of MHSs
form an abelian category [PS08, Cor.2.5].

(4) Given any triple (U, X,Z) of complex varieties, with i : Z ↪→ X the closed embedding,
and j : U = X − Z ↪→ X the open complement, there exists an induced long exact
sequence in the abelian category of MHSs:

. . .→ H∗c (U)
j!
−→ H∗c (X)

i∗
−→ H∗c (Z)

δ
−→ H∗+1

c (U)→ . . .

Definition 2.6. For any complex algebraic variety X, define the (compactly supported) mixed
Hodge numbers by

hp,q; j
c (X) := dimCGrF

p GrW
p+qH j

c(X)C.

Define the (compactly supported) mixed Hodge polynomial of X by

Hc(X; x, y, t) :=
∑
p,q, j

hp,q; j
c (X)xpyqt j.

And, the specialization E(X; x, y) := Hc(X; x, y,−1) is called the weight polynomial (or E-
polynomial) of X.
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Definition 2.7. We say, an complex algebraic variety X is Hodge-Tate type, if hp,q; j
c = 0 when-

ever p , q. That is, X is of Hodge-Tate type, if for each j and l, the piece F p ∩ Fq of Hodge
type (p, q) on the pure Hodge structure GrW

l H j
c(X)C vanishes whenever p , q.

Now, we come back to the study of augmentation varieties:

Proposition 2.8. The MHS on H∗c (Augm(T, ρL, ρR;C)) is of Hodge-Tate type.

Proof. By the previous subsection, the ruling filtration for AD = Augm(T, ρL, ρR;C) induces
a spectral sequence Ep+q

1 = Hp+q
c (Ap \ Ap−1) ⇒ Hp+q

c (AD), in the abelian category of mixed
Hodge structures over Q. Moreover, Ap \ Ap−1 = tρ∈RpAugρm(T ;C), where Augρm(T ;C) =

Augρm(T, ρL, ρR;C) � (C×)a(ρ) × Cb(ρ) by Theorem 1.29, with a(ρ) = −χ(ρ) + B + n′L, b(ρ) =

r(ρ) + A(ρL). Hence, E∗1 = H∗c (Ap \ Ap−1) = ⊕ρ∈Rp H∗c (C×)⊗a(ρ) ⊗Q H∗c (C)⊗b(ρ), is of Hodge-Tate
type (Example 2.12). As each E∗r+1 is a subquotient of E∗r , it follows that E∗r for all r ≥ 1, in
particular, E∗∞ = H∗c (AD), is also of Hodge-Tate type. �

Also, we have:

Proposition 2.9. Hi
c(Augm(T, ρL, ρR;C)) = 0 for i < C, where C = C(T, ρL, ρR) := (−χ(ρ) + B +

n′L) + 2(r(ρ) + A(ρL)) (Theorem 1.29, Remark 1.31) is a constant depending only on T, ρL, ρR. In
particular, the cohomology H∗c (Augm(T, ρL, ρR;C)) vanishes in the lower-half degrees.

Proof. In the proof of Proposition 2.8, we observe that H∗c ((C×)a(ρ) × Cb(ρ)) = 0 if ∗ < a(ρ) +

2b(ρ) = C (Example 2.12). Hence, Ep,q
1 = Hp+q

c (Ap \ Ap−1) = 0 if p + q < C. It then follows
from the spectral sequence that, Ep+q

r for all r ≥ 1, in particular, Ep+q
∞ = Hp+q

c (AD), vanishes if
p + q < C. �

In the spectral sequence in Lemma 2.4 associated to AD = Augm(T, ρL, ρR;C), take the 1st
page Ep,q

1 = Hp+q
c (Ap\Ap−1) and forget the differential d1, the mixed Hodge structure on⊕pEp,q

1 =

⊕pHp+q
c (Ap \ Ap−1) gives the first approximation of the mixed Hodge structure on Hp+q

c (AD).
Consider the variety Ãugm(T, ρL, ρR; k) = tρAugρm(T ; k) of the disjoint union of the pieces in
the ruling decomposition, which is not identical to Augm(T, ρL, ρR; k) as varieties. We see that
⊕pHp+q

c (Ap \ Ap−1) = Hp+q
c (Ãugm(T, ρL, ρR;C)). This is a Legendrian isotopy invariant, up to a

normalization:

Lemma 2.10. Given any two Legendrian tangles (T, µ), (T ′, µ′), and any (generic) Legendrian
isotopy h between them, there’s an isomorphism

Φ̃h : Ãugm(T, ρL, ρR; k) × (k∗)B(T ′) × kdim′−B(T ′) ∼−→ Ãugm(T ′, ρL, ρR; k) × (k∗)B(T ) × kdim−B(T )

which induces the natural bijection φh in Lemma 1.7 ( [Su17, Lem.2.9]) on the underlying sets of
m-graded normal rulings. Here B(T ), B(T ′) is the number of base points on T,T ′ respectively,
and dim = dim Augm(T, ρL, ρR; k) (resp. dim′ = dim Augm(T ′, ρL, ρR; k)).

In particular, the mixed Hodge polynomial of Ãugm(T, ρL, ρR;C), up to a normalization, is a
Legendrian isotopy invariant:

Hc(C×; x, y, t)−B(T )Hc(C; x, y, t)−dim+B(T )Hc(Ãugm(T, ρL, ρR;C); x, y, t)
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=
∑

ρ∈NRm
T (ρL,ρR)

(t + qt2)a(ρ)−B(T )(qt2)b(ρ)−dim+B(T )

where q = xy.

Proof. By Theorem 1.29, we have Augρm(T ; k)×(k∗)B(T ′)×kdim′−B(T ′) � (k∗)a(ρ)+B(T ′)×kb(ρ)+dim′−B(T ′),
and similarly for Augφh(ρ)

m (T ′; k) × (k∗)B(T ) × kdim−B(T ). By Lemma 1.7, it’s already known that
χ(φh(ρ)) = χ(ρ) for all ρ ∈ NRm

T (ρL, ρR). Hence, a(ρ) + B(T ′) = −χ(ρ) + B(T ) + n′L + B(T ′) =

a(φh(ρ)) + B(T ) (see Theorem 1.29). Also, by Remark 1.31, −χ(ρ) + 2r(ρ) is independent of ρ.
It follows that

dim = maxρ∈NRm
T (ρL,ρR){−χ(ρ) + B(T ) + n′L + r(ρ) + A(ρL)}

= maxρ{
−χ(ρ)

2
} +
−χ(ρ)

2
+ r(ρ) + B(T ) + n′L + A(ρL)

= max{
−χ(φh(ρ))

2
} +
−χ(φh(ρ))

2
+ r(ρ) + B(T ) + n′L + A(ρL)

= dim′ − b(φh(ρ)) − B(T ′) + b(ρ) + B(T )

That is, b(φh(ρ))+dim−B(T ) = b(ρ)+dim′−B(T ′). Therefore, Augρm(T ; k)×(k∗)B(T ′)×kdim′−B(T ′) �

Augφh(ρ)
m (T ′; k) × (k∗)B(T ) × kdim−B(T ). This ensures the existence of an isomorphism Φ̃h. �

Remark 2.11. Notice that, by Theorem 1.29, if we instead work with the augmentation vari-
eties Augm(T, εL, ρR; k), all the previous discussions in this section still apply, possibly up to a
different normalization.

2.3. Examples.

Example 2.12. We begin with some preliminary examples.

(1) Take X = C×. For example, take T to be the standard Legendrian unknot with 2 base
points, with one on the right cusp, then X = Augm(T ;C) = C×. Let Y = P1(C), and
j : X = C× ↪→ Y be the open inclusion, with the closed complement i : Z = {0,∞} ↪→ Y .
From the classical Hodge theory, we know H∗c (Y) = Q[0] ⊕Q(−1)[−2], where [·] corre-
sponds to the cohomological degree shifting. That is, H∗c (Y) is the pure Hodge structure
Q in cohomology degree 0, Q(−1) in cohomology degree 2, and 0 otherwise. Similarly,
H∗c (Z) = Q2[0]. Now, by Definition/Proposition 2.5, the triple (X,Y,Z) induces a long
exact sequence of mixed Hodge structures:

0→ H0
c (X)→ H0

c (Y) = Q→ H0
c (Z) = Q2

→ H1
c (X)→ H1

c (Y) = 0→ H1
c (Z) = 0

→ H2
c (X)→ H2

c (Y) = Q(−1)→ H2
c (Z) = 0

Together with the knowledge about the cohomology of X, it implies that H∗c (X) =

Q[−1] ⊕ Q(−1)[−2] as MHSs. Thus, Hc(X; x, y, t) = t + xyt2.
(2) Similarly, take X = C. We see that H∗c (X) = Q(−1)[−2]. Thus, Hc(X; x, y, t) = xyt2.
(3) Now, take X = (C×)a × Cb. The Künneth formula implies that H∗c (X) = H∗c (C×)⊗a ⊗Q

H∗c (C)⊗b = (Q[−1] ⊕ Q(−1)[−2])⊗a ⊗Q (Q(−1)[−2])⊗b. Thus, Hc(X; x, y, t) = (t +

xyt2)a(xyt2)b. In particular, X is of Hodge-Tate type, and H∗c (X) vanishes if ∗ < a + 2b.
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Example 2.13. Take (Λ, µ) be the Legendrian right-handed trefoil knot as in Figure 2.1, with
B(Λ) = 2 base points placed on the 2 right cusps. Clearly, the rotation number r = 0. As in
the figure, denote the generic vertical lines by x = xi, 0 ≤ i ≤ 3. Take the Legendrian tangle
(T, µ) := (Λ, µ)|{x0<x<x3}, this is the example in [Su17, Example.4.25]. So, T = E1 ◦ E2 ◦ E3 is a
composition of 3 elementary Legendrian tangles, where Ei = Λ|{xi−1<x<xi} for 1 ≤ i ≤ 3. Denote
Ti = Λ|{x0<x<xi} = E1◦. . .◦Ei for 1 ≤ i ≤ 3. As usual, for each i, label the strands of T over x = xi

from top to bottom by 1, 2, . . . , si. For simplicity, take m , 1. Recall [Su17, Example.2.13] that
NRm

TL
= {(ρL)1 = (12)(34), (ρL)2 = (13)(24)}, NRm

TR
= {(ρR)1 = (12)(34), (ρR)2 = (13)(24)}.

Use the notations in [Su17, Example.4.25], recall that

(1) Augm(T, ε(ρL)1 , (ρR)1; k) � {(xi)3
i=1 ∈ k3|x1 + x3 + x1x2x3 , 0} = k∗ × k t k∗ × k t (k∗)3.

(2) Augm(T, ε(ρL)1 , (ρR)2; k) � {(xi)3
i=1 ∈ k3|x1 + x3 + x1x2x3 = 0} � {(xi)2

i=1 ∈ k2|1 + x1x2 ,
0} = k t (k∗)2.

(3) Augm(T, ε(ρL)2 , (ρR)1; k) � {(xi)3
i=1 ∈ k3|1 + x2x3 , 0} = k2 t k × (k∗)2.

(4) Augm(T, ε(ρL)2 , (ρR)2; k) = {(xi)3
i=1|1 + x2x3 = 0} � {(xi)2

i=1 ∈ k2|x2 , 0} = k × k∗.

where in each case above, the last equality corresponds to the ruling decomposition. Also,
(x1, x2, x3) corresponds to the augmentation ε ∈ Augm(T ; k) defined by ε(ai) = xi, and ε |TL =

ε(ρL)1 (resp. ε(ρL)2) in (1), (2) (resp. (3), (4)).

Figure 2.1. (Λ, µ) = the Legendrian right-handed trefoil knot with 2 base points
∗1, ∗2 at the right cusps c1, c2 respectively. a1, a2, a3 are the crossings, and the
numbers encode the Maslov potential values on each strand. Moreover, define
Legendrian tangles Ti := Λ|{x0<x<xi}, 1 ≤ i ≤ 3, and T = T3.

We want to compute the mixed Hodge polynomial for each case. Define for each Legendrian
tangle Ti, the augmentation variety Augm(Ti, εL; k) := {ε ∈ Augm(Ti; k) : ε |(Ti)L = εL}. Denote
k := C. For each i, denote the pairs of endpoints of T |{x=xi} by ai

pq, 1 ≤ p < q ≤ 4. In the
computation, we will use the following fact frequently: If Y = An(k) is an affine space, j : U ↪→
Y is an nonempty Zariski open subset, and i : Z = Y − U ↪→ Y is the closed complement.
Then H∗c (Y) = Q(−n)[−2n] as MHSs, and dimkZ ≤ n − 1 ⇒ H2n−1

c (Z) = 0 = H2n
c (Z). Thus, by

Definition/Proposition 2.5, the triple (U,Y,Z) induces exact sequences of MHSs:

0 = Hi
c(Y)→ Hi

c(Z)
∼
−→ Hi+1

c (U)→ Hi+1
c (Y) = 0, i + 1 < 2n;(2.3.1)

0 = H2n−1
c (Z)→ H2n

c (U)
∼
−→ H2n

c (Y) = Q(−n)→ H2n
c (Z) = 0.

(a). Firstly, consider the case (2). Note: Augm(T, ε(ρL)1 , (ρR)2; k) � Augm(T2, ε(ρL)1 , (12)(34); k),
where (12)(34) is the m-graded normal ruling of (T2)R. Clearly, Augm(T2, ε(ρL)1 ; k) = {(xi)2

i=1 ∈

k2} � k2. Notice that 1 + x1x2 = ε(a2
12) for any ε ∈ Augm(T2, ε(ρL)1; k), it follows that j :
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Augm(T2, ε(ρL)1 , (12)(34); k) = {1 + x1x2 , 0} ↪→ Augm(T2, ε(ρL)1; k) is the open embedding,
and i : Augm(T2, ε(ρL)1 , (13)(24); k) = {1 + x1x2 = 0} � k× ↪→ Augm(T2, ε(ρL)1; k) is the closed
complement. Hence, (2.3.1) implies that

H∗c (Augm(T2, ε(ρL)1 , (12)(34); k)) � H∗−1
c (k×) = (Q[−1] ⊕ Q(−1)[−2])∗−1, ∗ < 4;

H4
c (Augm(T2, ε(ρL)1 , (12)(34); k)) � H4

c (k2) = Q(−2).

Thus,

H∗c (Augm(T, ε(ρL)1 , (ρR)2; k)) = Q[−2] ⊕ Q(−1)[−3] ⊕ Q(−2)[−4].

(b). Consider the case (1). Note: Augm(T, ε(ρL)1; k) = {(xi)3
i=1 ∈ k3} � k3, and x1 + x3 + x1x2x3 =

ε(a3
12) for any ε ∈ Augm(T, ε(ρL)1; k). So j : Augm(T, ε(ρL)1 , (ρR)1; k) = {x1 + x3 + x1x2x3 , 0} ↪→

Augm(T, ε(ρL)1; k) is the open embedding, and i : Augm(T, ε(ρL)1 , (ρR)2; k) = {x1 + x3 + x1x2x3 =

0} ↪→ Augm(T, ε(ρL)1; k) is the closed complement. Hence, (2.3.1) implies that

H∗c (Augm(T, ε(ρL)1 , (ρR)1; k)) � H∗−1
c (Augm(T, ε(ρL)1 , (ρR)2; k))

= (Q[−2] ⊕ Q(−1)[−3] ⊕ Q(−2)[−4])∗−1, ∗ < 6;
H6

c (Augm(T, ε(ρL)1 , (ρR)1; k)) � H6
c (Augm(T, ε(ρL)1; k)) = Q(−3).

That is,

H∗c (Augm(T, ε(ρL)1 , (ρR)1; k)) = Q[−3] ⊕ Q(−1)[−4] ⊕ Q(−2)[−5] ⊕ Q(−3)[−6].

(c). Consider the case (4). As Augm(T, ε(ρL)2 , (ρR)2; k) � k× × k, by Example 2.12, we immedi-
ately have:

H∗c (Augm(T, ε(ρL)2 , (ρR)2; k)) = Q(−1)[−3] ⊕ Q(−2)[−4].

(d). Finally, consider the case (3). Note: Augm(T, ε(ρL)2; k) = {(xi)3
i=1 ∈ k3} � k3, and 1 + x2x3 =

ε(a3
12) for any ε ∈ Augm(T, ε(ρL)2; k). So j : Augm(T, ε(ρL)2 , (ρR)1; k) � {(xi)3

i=1 ∈ k3|1 + x2x3 ,
0} ↪→ Augm(T, ε(ρL)2; k) is the open embedding, and i : Augm(T, ε(ρL)2 , (ρR)2; k) = {1 + x2x3 =

0} � k× × k ↪→ Augm(T, ε(ρL)2; k) is the closed complement. Hence, (2.3.1) implies that

H∗c (Augm(T, ε(ρL)2 , (ρR)1; k)) � H∗−1
c (Augm(T, ε(ρL)2 , (ρR)2; k))

= (Q(−1)[−3] ⊕ Q(−2)[−4])∗−1, ∗ < 6;
H6

c (Augm(T, ε(ρL)2 , (ρR)1; k)) � H6
c (Augm(T, ε(ρL)2 ; k)) = Q(−3).

That is,

H∗c (Augm(T, ε(ρL)2 , (ρR)1; k)) = Q(−1)[−4] ⊕ Q(−2)[−5] ⊕ Q(−3)[−6].

Note: Augm(Λ; k) � Augm(T, ε(ρL)1 , (ρR)1; k), so we also have H∗c (Augm(Λ; k)) = Q[−3] ⊕
Q(−1)[−4] ⊕ Q(−2)[−5] ⊕ Q(−3)[−6]. In particular, the mixed Hodge polynomial is given
by Hc(Augm(Λ; k); x, y, t) = t3 + qt4 + q2t5 + q3t6, where q = xy. Clearly, B(Λ) = 2, and
dim = dim Augm(Λ; k) = 3. It follows that,

Pm
Λ(q, t) = (t + qt2)−B(Λ)(qt2)−dim+B(Λ)Hc(Augm(Λ; k); x, y, t) =

1 + q2t2

(1 + qt)qt
gives the 2-variable invariant generalizing the ruling polynomial (Corollary 3.11).
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3. ‘Invariance’ of augmentation varieties

In this section, we study the compatible properties of the augmentation varieties for Legen-
drian tangles under a Legendrian isotopy. In the case of Legendrian knots Λ, the ‘invariance’
of augmentation varieties follows immediately from the invariance of the stable tame isomor-
phism class of the LCH DGAA(Λ) [ENS02,HR15]. This approach may be generalized directly
to show the ‘invariance’ of the full augmentation varieties associated to Lengendrian tangles.
However, we also want the ‘invariance’ of augmentation varieties with fixed boundary condi-
tions, when the situation is more complicated. Here, we will pursue a different approach, i.e. a
tangle approach as in [Su17], through which we can reduce the problem to a local one, when
the Legendrian tangles in question are simple enough, for example as in Figure 1.2.

3.1. The identification between augmentations and A-form MCSs. We firstly present with
some details the identification between augmentations and A-form MCSs for Legendrian tan-
gles, sketched in [Su17, Section.5.1]. This is simply a direct generalization of the case for
oriented Legendrian knots in nearly plat positions, given in [HR15, Thm.5.2].

As usual, fix an open interval U ⊂ Rx and let T be a Legendrian tangle front in U × Rz,
equipped with a Z/2r-valued Maslov potential µ, base points ∗1, . . . , ∗B so that each connected
component containing a right cusp has at least one base point. Let nL and nR be the number
of left and right end-points of T respectively. Fix a base field k and an nonnegative integer m
dividing 2r.

3.1.1. Morse complex sequences. We start by reviewing some basic concepts.

Definition 3.1. A handleslide Hr of T is a coefficient r ∈ k, together with a vertical line segment
in U × Rz avoiding the crossings and cusps, whose end-points lying on two strands of T . A
labeled base point cr of T is a base point on T away from the crossings and cusps, together with
a coefficient r ∈ k∗. A handleslide Hr of T is called m-graded if r = 0 or its end-points belong
to 2 strands having the same Maslov potential value modulo m. An elementary tangle of T is
the subset (tangle) of T within some vertical strip containing a single crossing, a single cusp, a
single handleslide, or a single labeled base point.

Definition 3.2. A (m-graded) Morse Complex Sequence (MCS)5 over k of T is a triple C =

({(Cl, dl)}, {xl},H) such that:

(1) H is a collection of m-graded handleslides with coefficients in k and labeled base points
with coefficients in k∗;

(2) {xl} is an increasing sequence of x-coordinates x0 < x1 < . . . < xM, such that U =

[x0, xM] and the vertical lines x = xl decompose the tangle with handleslides T ∪H into
elementary tangles;

(3) For each l, (Cl, dl) is a Z/m-graded complex over k such that: Cl is the free k-module
generated by e1, . . . , esl , corresponding to the points of T ∩ {x = xl} labeled from top
to bottom, with the grading |ei| = µ(i)(modm); The differential dl has degree −1 and is
lower-triangular, i.e. < dlei, e j >= 0 if i ≥ j, where < dlei, e j > denotes the coefficient
of e j in dlei relative to the basis e1, . . . , esl ;

5Note: The MCSs here are known as ‘m-graded Morse complex sequences with simple left cusps’ in [HR15].
Also, the usage of different sign conventions leads to a slightly different definition of MCS.
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(4) For each l, if the strands k and k + 1 at x = xl meet at a crossing (resp. left cusp) near
(= rightly before or after) x = xl, then < dlek, ek+1 >= 0 (resp. < dlek, ek+1 >= (−1)µ(k)).
If they meet at an unmarked right cusp near x = xl, then < dlek, ek+1 >= −(−1)µ(k). If
they meet at the marked right cusp with base-point ∗i near x = xl, then < dlek, ek+1 >=

−(−1)µ(k)si, for some invertible element si ∈ k×. In this case, we say that C assigns the
value si to the base point ∗i;

(5) For each 0 ≤ l < M, the complexes (Cl, dl) and (Cl+1, dl+1) are related by the following
conditions, depending on the elementary tangle Tl of T between xl and xl+1:
(a) If Tl contains a crossing between strands k and k + 1 (labeled from top to bottom),

then there’s an (not necessarily filtered) isomorphism of Z/m-graded complexes
ϕ : (Cl, dl)→ (Cl+1, dl+1) via6

ϕ(ei) =


ei i , k, k + 1
ek+1 i = k
ek i = k + 1

(b) If Tl contains a handleslide with coefficient r between strands j and k, j < k, then
there’s an isomorphism of Z/m-graded filtered complexes ϕ : (Cl, dl)→ (Cl+1, dl+1)
via

ϕ(ei) =

{
ei i , j
e j − rek i = j

(c) If Tl contains a right cusp between strands k and k + 1, then there’s a surjective
morphism of Z/m-graded filtered complexes ϕ : (Cl, dl) → (Cl+1, dl+1) with kernel
Span{ek, dlek}, defined by

ϕ(ei) =

{
ei i < k
ei−2 i > k + 1

and ϕ(ek) = 0, ϕ(dlek) = 0. Notice that the quotient (Cl, dl)/Span{ek, dlek} is freely
generated by [ei], i , k, k +1 as a k-module, according to the defining condition (4).

(d) If Tl contains a left cusp between strands k and k+1, then (Cl+1, dl+1) is a direct sum
of (Cl, dl) and the acyclic complex (Span{ek, ek+1}, dl+1ek = tek+1) for some t ∈ k×

as a Z/m-graded filtered complex, via the morphism ϕ : (Cl, dl) ↪→ (Cl+1, dl+1):

ϕ(ei) =

{
ei i < k
ei+2 i ≥ k

(e) If Tl contains a labeled base point cr with coefficient r ∈ k∗ on the strand k, then
there’s an isomorphism of Z/m-graded filtered complexes ϕ : (Cl, dl)→ (Cl+1, dl+1)
via

ϕ(ei) =

{
ei i , k
rek i = k

Remark 3.3. By definition, m-graded MCSs satisfy a sheaf property similar to that of augmen-
tation varieties for Legendrian tangles.

6Note: Here we have used the same notations {ei} for 2 different bases, one for each of Cl,Cl+1. We will use this
convention throughout the context.
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Similarly as in [HR15], we have

Lemma 3.4 ( [HR15, Prop.4.2]). A MCS is uniquely determined by its handleslide set H and
initial complex (C0, d0).

Conversely,

Lemma 3.5 ( [HR15, Prop.4.3]). Given an initial complex (C0, d0) for T at x = x0, satisfying
the conditions (3), (4) in Definition 3.2, a m-graded handleslide set H is the handleslide set
of a m-graded MCS with initial complex (C0, d0) if and only if, when inductively define the
complexes (Cl, dl) from left to right, have < dlek, ek+1 >= 0,−(−1)µ(k) or −(−1)µ(k)s for some
s ∈ k× whenever x = xl precedes a crossing, a unmarked right cusp or a marked right cusp
between strands k and k + 1 respectively.

3.1.2. A-form MCSs.

Definition 3.6. Given a m-graded MCS C on T , C is called an A-form MCS7 if its handleslide
set is arranged as follows:

(1) There’s a handleslide with coefficient in k immediately to the left of a m-graded crossing.
The handleslide connects the 2 crossing strands.

(2) There’s a labeled base point with coefficient in k∗ at each base point (excluding the
marked right cusps) of T .

(3) If m = 1, there’s a handleslide immediately to the left of a right cusp. The handleslide
connects the 2 strands meeting at the cusp.

Denote by MCS A
m(T ; k) by the set of all m-graded A-form MCSs over k for T , again the sheaf

property is satisfied.

Definition 3.7. Given any two m-graded A-form MCSs C = ({(Cl, dl)}, {xl},H), and C′ =

({(Cl, d′l )}, {xl},H′) on T , an isomorphism between C,C′ is a collection of isomorphisms φ =

{φl}, where φl : (Cl, dl)
∼
−→ (Cl, d′l ) is an isormorphism of m-graded filtered complexes, such that

they commute with the maps ϕ’s in Definition 3.2.

Let TL be the left piece of T , i.e. TL consists of nL parallel strands, equipped with the induced
Maslov potential µL. By Definition/Proposition 1.13, we have an inclusion of DGAsA(TL) ↪→
A(T ) with A(TL) = Z < ai j, 1 ≤ i < j ≤ nL >, where ai j corresponds to the pair of left
end-points i, j of T .

Theorem 3.8. For any Legendrian tangle front T , there’s a natural isomorphism

Θ : Augm(T ; k)
∼
−→ MCS A

m(T ; k)

which commutes with restrictions. The map Θ is defined as follows:
Let ε be a m-graded augmentation of T over k, by Lemma 3.4 it suffices to associate to ε a
handleslide set H and an initial complex (C0, d0) :

(1) (C0, d0) : C0 = Span{ei, 1 ≤ i ≤ nL} where ei corresponds to the left end-point i of T ,
with grading |ei| = µ(i)(modm); < d0ei, e j >= (−1)µL(i)ε(ai j) for i < j, and 0 otherwise;

7‘A’ stands for ‘Augmentation’.
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(2) H : For each m-graded crossing q of T , take a handleslide immediately to the left of q
as in Definition 3.6, with coefficient −ε(q); If m = 1, for each right cusp q, also add a
handleslide immediately to the left of q, with coefficient −ε(q);
For each base point ∗ (excluding the marked right cusps) with corresponding generator
t in the DGA associated to T , take a labeled base point with coefficient ε(t) (resp. ε(t)−1)
if the orientation of the strand containing ∗ is right-moving (resp. left-moving).

Moreover, if q is a right cusp marked with the base point ∗i, under the identification the value
(see Definition 3.2) assigned to the base point is ε(ti)σ(q).

Proof of theorem 3.8. Cut the Legendrian tangle T into elementary Legendrian tangles: a single
crossing, a single left cusp, a single right cusp, or a single base point excluding the marked
right cusps. Recall that the augmentation variety Augm(T ; k) (resp. the set of A-form MCSs
MCS A

m(T ; k)) satisfies the sheaf property, so can be written as a fiber product of augmentation
varieties (resp. the sets of A-form MSCs) for elementary Legendrian tangles over those for
trivial Legendrian tangles. Hence, it suffices to show the theorem for the following simple
Legendrian tangles: n parallel strands, a single crossing, a single left cusp, a single right cusp,
and a single base point (excluding the marked right cusps). In these cases, the theorem reduces
to Example 1.20 and Lemma 5.2 in [Su17], whose proof can be done by a direct calculation. �

From now on, we will always use the identification between augmentations and A-form
MCSs.

3.1.3. Handleslide moves. Given a trivial Legendrian tangle (T, µ) of n paralle strands, a Z/m-
graded handleslide Hr with coefficient r between strands j < k, is also equivalent to an Z/m-
graded filtered elementary transformation Hr : C(TL)

∼
−→ C(TR) (Definition 1.21):

Hr(ei) =

{
ei i , j
e j − rek i = j

Similarly, a labeled base point cr with coefficient r ∈ k∗ on the strand k, is equivalent to an
Z/m-graded filtered elementary transformation cr : C(TL)

∼
−→ C(TR):

cr(ei) =

{
ei i , k
rek i = k

Definition 3.9. Let’s also define an Z/m-graded unfiltered elementary transformation H↑r :
C(TL)

∼
−→ C(TR) for j < k:

H↑r (ei) =

{
ei i , k
ek − re j i = k

We can represent H↑r by an upper arrow between strands j, k with coefficient r, termed as un-
filtered handleslide. We will use this notion in the proof of Theorem 3.10. For example, see
Figure 3.3 (middle) and Figure 3.5 (middle and right).

Also, a single crossing sk between strands k, k + 1 in a MCS is equivalent to a Z/m-graded
(not necessarily filtered) elementary transformation sk : C(TL)

∼
−→ C(TR), with T the elementary



TOWARDS THE COHOMOLOGY OF AUGMENTATION VARIETIES OF LEGENDRIAN TANGLES 29

tangle containing the crossing:

sk(ei) =


ei i , k, k + 1
ek+1 i = k
ek i = k + 1

There’re some identities involving the elementary transformations (represented by handleslides
Hr or crossings sk as above) between Z/m-graded complexes. They can be represented by the
local moves (or handleslide moves) of diagrams as in Figure 3.1: Each diagram represents a
composition of elementary transformations with the maps going from left to right, and each
local move represents an identity between 2 different compositions.

(a) (b)

Figure 3.1. Local moves of handleslides in a Legendrian tangle T = identi-
ties between different compositions of elementary transformations. The moves
shown do not illustrate all the possibilities.

More precisely, the possible local moves in a Legendrian tangle (T, µ) are as follows (see
also [HR15, Section.6]):

Type 0: (Introduce or remove a trivial handleslide) Introduce or remove a handleslide with co-
efficient 0 and endpoints on two strands with the same Maslov potential value modulo
m.

Type 1: (Slide a handleslide past a crossing) Suppose T contains one single crossing between
strands k and k + 1, and exactly one handleslide h between strands i < j, with (i, j) ,
(k, k + 1). We may slide h (either left or right) past the crossing such that the endpoints
of h remain on the same strands of T . See Figure 3.1 (c),(f) for two such examples.

Type 2: (Interchange the positions of two handleslides) If T contains exactly two handleslides
h1, h2 between strands i1 < j1, and i2 < j2, with coefficients r1, r2 respectively. If j1 , i2

and i1 , j2, we may interchange the positions of the handleslides, see Figure 3.1 (b) for
an example; If j1 = i2 (resp. i1 = j2) and h1 is to the left of h2, we may interchange the
positions of h1, h2, and introduce a new handleslide between strands i1, j2 (resp. i2, j1),
with coefficient −r1r2 (resp. r1r2), see Figure (d) (resp. (e)).

Type 3: (Merge two handleslides) Suppose T contains exactly two handleslides h1, h2 between
the same two strands, with coefficients r1, r2, respectively. We may merge the two han-
dleslides into one between the same two strands, with coefficient r1 + r2, see Figure 3.1
(a).

Type 4: (Introduce two canceling handleslides) Suppose T contains no crossings, cusps or han-
dleslides. We may introduce two new handleslides between the same two strands, with
coefficients r,−r, where r ∈ k.
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3.2. Invariance of augmentation varieties up to an affine factor. Let Auga
m(T ; k) be the

subvariety of acyclic augmentations of the full augmentation variety Augm(T ; k). That is,
Auga

m(T ; k) = tρL,ρRAugm(T, ρL, ρR; k) where ρL, ρR run over all m-graded normal rulings of
TL,TR respectively.

Theorem 3.10. Given any 2 Legendrian tangles (T, µ), (T ′, µ′) so that each right cusp of T,T ′

is marked, and h is a (generic) Legendrian isotopy between them, there’s an isomorphism

Φh : Auga
m(T ; k) × (k∗)α × kβ

∼
−→ Auga

m(T ′; k) × (k∗)α
′

× kβ
′

for some nonnegative integers α, α′, β, β′. Moreover, under the obvious restriction maps, the
isomorphism Φh commutes with the identity map Id : Auga

m(TL; k)
∼
−→ Auga

m(T ′L; k), and is com-
patible with the ruling decomposition over TR = T ′R, that is, the following diagram commutes:

Auga
m(T ; k) × (k∗)α × kβ

Φh //

RT (·)|TR
��

Auga
m(T ′; k) × (k∗)α

′

× kβ
′

RT ′ (·)|T ′R
��

NRm
TR

Id // NRm
T ′R

Proof of Theorem 3.10. Any Legendrian isotopy is a composition of a finite sequence of simple
Legendrian isotopies, such as a smooth isotopy which switches the x-coordinates of two neigh-
boring crossings, or one of the tree types of Legendrian Reidemeister moves. Hence, It suffices
to show the case when h is a simple Legendrian isotopy between T,T ′.

By cutting the Legendrian tangles T,T ′ into simple pieces, we can assume T = X ◦ Y ◦ Z
and T ′ = X ◦ Y ′ ◦ Z are compositions of simpler Legendrian tangles, such that Y,Y ′ are the
“minimal” pieces involved in the Legendrian isotopy h.

Let’s firstly prove the theorem for Y,Y ′. The nontrivial cases are as follows, the other cases
are either trivial or similar.
If h is a smooth isotopy between Y,Y ′, which switches the x-coordinates of two neighboring
crossings a, b, as in Figure 3.2. We may assume Y (resp. Y ′) is the Legendrian tangle shown as
in Figure 3.2 (left) (resp. (right)) without the handleslides. Assume a (resp. b) is the crossing
between strands i, i + 1 (resp. j, j + 1), so i + 1 < j. Denote by sa, sb the elementary transforma-
tions represented by the crossings a, b respectively, and by Hr (resp. Hs) the handleslide with
coefficient r ∈ k (resp. s ∈ k) to the immediate left of a (resp. b) between the crossing strands
of a (resp. b). Denote C0 = CL = C(YL) = C(Y ′L),CR = C(YR) = C(Y ′R) (Definition 1.21).

Use the identification between augmentations and A-form MCSs, we have isomorphisms

Auga
m(Y; k) � {(d0, r, s)|(Ci, di) is a m-graded filtered acyclic complex,

the handleslides Hr,Hs are m-graded.}
� {(d0, r, s)|d0 ∈ Auga

m(YL; k), < d0ei, ei+1 >= 0 =< d0e j, e j+1 >,Hr,Hs

are m-graded.}
� Auga

m(Y ′; k)

where (Ci, di) is the complex over the vertical line x = xi (labeled by the dotted line i in
Figure 3.2 (left)) determined by (d0, r, s) via Lemma 3.4. That is, (C1, d1) = sb ◦ Hs(C0, d0),
(CR, dR) = (C2, d2) = sa ◦ Hr(C1, d1). Similarly, given (d0, r, s) ∈ Auga

m(Y; k) � Auga
m(Y ′; k),
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Figure 3.2. The move applied to modify MCSs, corresponding to a smooth iso-
topy which switches the x-coordinates of two neighboring crossings. In the fig-
ure, a, b are the crossings, and r, s indicate the coefficients of the handleslides in
each diagram.

define (C′1, d
′
1) := sa ◦ Hr(C0, d0), (CR, d′R) = (C′2, d

′
2) := sb ◦ Hs(C′1, d

′
1) according to Figure 3.2

(right). Observe that (sa ◦ Hr) ◦ (sb ◦ Hs) = (sb ◦ Hs) ◦ (sa ◦ Hr) as shown in Figure 3.2, so
(C2, d2) = (C′2, d

′
2).

Thus we obtain an isomorphism Φh : Auga
m(Y; k)

∼
−→ Auga

m(Y ′; k). Recall that, under the iden-
tification between augmentations and A-form MCSs, the restriction maps rL : Augm(Y; k) →
Augm(YL; k) (resp. rR : Augm(Y; k) → Augm(YR; k)) is given by (d0, r, s) → (C0, d0) (resp.
(d0, r, s) → (C2, d2)), and similarly for Y ′. So, clearly the isomorphism Φh commutes with the
identity map Id : Augm(YL; k)

∼
−→ Augm(Y ′L; k).

Moreover, as (C2, d2) = (C′2, d
′
2), the isomorphism Φh also commutes with the identity map

ϕR = Id : Augm(YR; k)
∼
−→ Augm(Y ′R; k). The theorem in this case then follows.

If h is a Legendrian Reidemeister type I move between Y,Y ′. We may assume Y (resp. Y ′) is the
Legendrian tangle as in Figure 3.3 (left) (resp. (right)) without the handleslides. In Figure 3.3,
assume a is the crossing, and c is the marked right cusp, with marked point ∗ corresponding to a
generator t in the DGA associated to Y . Denote by sa elementary transformation corresponding
to the crossing a. As always, label the strands over any generic vertical line x = xl from top to
bottom by 1, 2, . . . , nl. Denote by Hr,Hs the handleslides with coefficients r, s ∈ k in Figure 3.3
to the immediate left of a, c respectively, denote by H↑r the unfiltered handleslide with coefficient
r ∈ k in Figure 3.4 (middle). Denote CL = C0 = C(YL) = C(Y ′L),CR = C(YR) = C(Y ′R)
(Definition 1.21). Denote µi = µ|Y |{x=xi}

for 0 ≤ i ≤ 2, where the vertical line x = xi is labeled by
the dotted line i in Figure 3.3 (left).

Under the identification between augmentations and A-form MCSs, we have:

Auga
m(Y; k) � {(d0, r, s)|(Ci, di)is a m-graded filtered acyclic complex,

and the handleslides Hr,Hs are m-graded.}

where (Ci, di) is the complex over the vertical line x = xi in Figure 3.3 (left) determined by
(d0, r, s) via Lemma 3.4. That is, (C1, d1) = (C0, d0) ⊕ Span{ek, d1ek = (−1)µ1(k)ek+1} via the
inclusion C0 ↪→ C1 as in Definition 3.2 (5d), (C2, d2) = sa◦Hr(C1, d1), and (CR, dR) = (C3, d3) =

Qk◦Hs(C2, d2), where Qk is defined as in Definition 3.2 (5c). That is, Qk : (C, d) = Hs(C2, d2)�
(C3, d3) with Qk(ei) = ei for i < k, Qk(ei) = ei−2 for i > k + 1, and Qk(ek) = 0 = Qk(dek).

Observe that, < d1ek+1, ek+2 >= 0 is automatic, and < d2ek, ek+1 >=< d1ek, ek+2 > −r <
d1ek, ek+1 >= −(−1)µ1(k)r, so r is the value assigned to the base point ∗ at c. Also, |a| = 0 implies
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Figure 3.3. The sequence of moves applied to modify MCSs, corresponding
to a Legendrian Reidemeister type I move. In the figure, a is the crossing,
c is the marked right cusp, and r ∈ k∗, s ∈ k indicate the coefficients of the
corresponding (possibly unfiltered) handleslides. In the last diagram, 1/r in-
dicates the coefficient of a labeled base point ∗, and V is a collection of han-
dleslides: for each i < k, there’s a handleslide between strands i, k with coeffi-
cient zi = (−1)µ2(k)r−1s < d0ei, ek >, depending on the MCS (d0, r, s).

that Hr is automatically m-graded. Hence equivalently, by Lemma 3.5, we have:

Auga
m(Y; k)

� {(d0, r, s)|(C0, d0) is m-graded filtered and acyclic,Hs is m-graded,
< d1ek+1, ek+2 >= 0, < d2ek, ek+1 >, 0.}

� {(d0, r, s)|(C0, d0) is m-graded filtered and acyclic,Hs is m-graded, r ∈ k∗}
� Auga

m(Y ′; k) × k∗ × kβ

where kβ 3 s encodes the possible values of s, with β = 1 (resp. 0 and kβ = {0}) if m = 1
(resp. m , 1). Thus, we obtain an isomorphism Φh : Auga

m(Y; k)
∼
−→ Auga

m(Y ′; k)× k∗ × kβ which
sends (d0, r, s) to (d0, r, s). Clearly, Φh commutes with the identity map Id : Augm(YL; k)

∼
−→

Augm(Y ′L; k).
On the other hand, the right restriction maps are rR : Auga

m(Y; k) → Augm(YR; k) (resp.
Auga

m(Y ′; k)×k∗×kβ → Augm(Y ′R; k)) given by (d0, r, s)→ (CR, dR) = (C3, d3) (resp. (d0, r, s)→
(CR, d′R) = (C0, d0)). Observe that

(CR, dR) = Qk ◦ Hs ◦ sa ◦ Hr((C0, d0) ⊕ Span{ek, d1ek = (−1)µ1(k)ek+1})
= Qk ◦ Hs ◦ H↑r ◦ sa((C0, d0) ⊕ Span{ek, d′1ek = (−1)µ1(k)ek+1})
= Qk ◦ Hs ◦ H↑r ((C0, d0) ⊕ Span{ek, d′2ek = (−1)µ1(k)ek+2})
= Qk ◦ Hs ◦ H↑r (C′2, d

′
2)

as shown in Figure 3.3, where for i = 1, 2, (C′i , d
′
i ) is the complex over the vertical line x =

xi in Figure 3.3 (middle) determined by (d0, r, s), i.e. (C′1, d
′
1) = (C0, d0) ⊕ Span{ek, d′1ek =

(−1)µ1(k)ek+1} via the inclusion (C0, d0) ↪→ (C′1, d
′
1) as in Definition 3.2 (5d), and (C′2, d

′
2) =

sa(C′1, d
′
1) = (C0, d0)⊕ Span{ek, d′2ek = (−1)µ1(k)ek+2}, via the inclusion (C0, d0) ↪→ (C′2, d

′
2) given

by: ei → ei for i < k; ek → ek+1; ei → ei+2 for i > k.
Given (d0, r, s) ∈ Auga

m(Y; k), for each i < k, define zi := (−1)µ2(k)r−1s < d0ei, ek > and let
Hi(zi) be the handleslide between strands i, k with coefficient zi as in Figure 3.3 (right). Clearly,
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the handleslides Hi(zi)’s commute with each other as elementary transformations. Let V be the
collection of handleslides Hi(zi)’s. Let cy be the elementary transformation corresponding to the
labeled base point with coefficient y = r−1 as in Figure 3.3 (right). Define ϕR := (cy ◦ V)−1 :
CR

∼
−→ CR depending on (d0, r, s). Notice that if zi , 0, then s , 0, so m = 1 by the condition

(d0, r, s) ∈ Auga
m(Y; k). Therefore, the handleslides Hi(zi)’s are all m-graded. It follows that ϕR

is a m-graded filtered isomorphism.
Claim: (CR, dR) = ϕ−1

R (CR, d′R)(:= (CR, ϕ
−1
R ◦ d′R ◦ ϕR)).

Proof of claim. Denote Q := Qk ◦ Hs ◦ H↑r : C′2
∼
−→ CR. Let (Cc, dc) := Hs ◦ H↑r (C′2, d

′
2) be

the complex over the vertical line immediately to the left of the right cusp c in Figure 3.3
(middle) (labeled by the dotted line c in the figure). Then Qk is the surjective morphism Qk :
(Cc, dc)→ (CR, dR) with kernel Span{ek, dcek} defined as in Definition 3.2 (5c). Denote ϕ−1

R ·d
′
R =

ϕ−1
R ◦ d′R ◦ ϕR.
Since (C′2, d

′
2) = (C0, d0) ⊕ Span{ek, d′2ek = (−1)µ1(k)ek+2}, we have: for i > k, dRei =

dRQ(ei+2) = Qd′2ei+2 = d0ei = (ϕ−1
R · d

′
R)ei; dRek = dRQ(ek+2 + rek+1) = Qd′2(ek+2 + rek+1) =

rQd′2ek+1 = rd0ek = (ϕ−1
R · d′R)ek, where we have used d′2ek+2 = 0; for i < k, notice that

< d′2ei, ek >= 0 =< d′2ei, ek+2 >, we then have

dRei = dRQ(ei) = Qd′2ei

= Q(
∑
i<l<k

< d′2ei, el > el+ < d′2ei, ek+1 > ek+1 +
∑
j>k

< d′2ei, e j+2 > e j+2)

= Qk(
∑
i<l<k

< d0ei, el > el+ < d0ei, ek > ek+1 +
∑
j>k

< d0ei, e j > e j+2)

=
∑
i<l<k

< d0ei, el > el+ < d0ei, ek > Qk(ek+1) +
∑
j>k

< d0ei, e j > e j

To compute Qk(ek+1), notice that

dcek = dcHsH↑r (ek + sek+1) = HsH↑r d′2(ek + sek+1)
= HsH↑r ((−1)µ2(k)ek+2 + sd′2ek+1)
= Hs((−1)µ2(k)(ek+2 − rek+1) + sd′2ek+1)
= (−1)µ2(k)(ek+2 − rek+1) + sd′2ek+1

It follows that

ek+1 = −(−1)µ2(k)r−1dcek + r−1ek+2 + (−1)µ2(k)r−1sd′2ek+1

= −(−1)µ2(k)r−1dcek + r−1ek+2 + (−1)µ2(k)r−1s
∑
j>k

< d′2ek+1, e j+2 > e j+2

= −(−1)µ2(k)r−1dcek + r−1ek+2 + (−1)µ2(k)r−1s
∑
j>k

< d0ek, e j > e j+2

which then implies that Qk(ek+1) = r−1ek + (−1)µ2(k)r−1s
∑

j>k < d0ek, e j > e j. As a consequence,
we obtain

dRei =
∑
i<l<k

< d0ei, el > el+ < d0ei, ek > r−1ek(3.2.1)
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+
∑
j>k

(< d0ei, e j > +(−1)µ2(k)r−1s < d0ei, ek >< d0ek, e j >)e j

=
∑
i<l<k

< d0ei, el > el+ < d0ei, ek > r−1ek

+
∑
j>k

(< d0ei, e j > +zi < d0ek, e j >)e j

On the other hand,

(ϕ−1
R · d

′
R)(ei) = ϕ−1

R ◦ d′R ◦ ϕR(ei)(3.2.2)
= ϕ−1

R ◦ d′R(ei + ziek) = cy ◦ V(d0ei + zid0ek)

= cy(
∑
i<l<k

< d0ei, el > (el − zlek)+ < d0ei, ek > ek)

+ cy(
∑
j>k

(< d0ei, e j > +zi < d0ek, e j >)e j)

=
∑
i<l<k

< d0ei, el > (el − zlyek)+ < d0ei, ek > yek

+
∑
j>k

(< d0ei, e j > +zi < d0ek, e j >)e j

=
∑
i<l<k

< d0ei, el > el+ < d0ei, ek > r−1ek

+
∑
j>k

(< d0ei, e j > +zi < d0ek, e j >)e j

= dRei

where in the second to the last identity, we’ve used:∑
i<l<k

< d0ei, el > zl = (−1)µ2(k)r−1s
∑
i<l<k

< d0ei, el >< d0el, ek >

= (−1)µ2(k)r−1s < d2
0ei, ek >= 0.

Now we have seen that dRei = (ϕ−1
R · d

′
R)ei for all i. This finishes the proof of the claim. �

It follows from the claim that, ϕR : (CR, dR)
∼
−→ (CR, d′R) is an Z/m-graded filtered iso-

morphism. In particular, (CR, dR) and (CR, d′R) induce the same m-graded normal ruling of
YR = Y ′R. Hence, after passing to the left and right pieces YL = Y ′L,YR = Y ′R, the isomor-
phism Φh is compatible with the ruling decomposition. In other words, (φh ◦ RY(d0, r, s))|Y′L =

(RY′◦Φh(d0, , r, s))|Y′L and (φh◦RY(d0, r, s))|Y′R = (RY′◦Φh(d0, r, s))|Y′R for all (d0, r, s) in Auga
m(Y; k).

The theorem in this case follows.
Moreover, notice that any m-graded normal ruling of Y (resp. Y ′) is uniquely determined

by its restrictions to YL,YR (resp. Y ′L,Y
′
R), and so is φh. It follows that Φh in this case is fact

compatible with φh : NRm
Y
∼
−→ NRm

Y′ .
If h is a Legendrian Reidemeister type II move involving a right cusp between Y,Y ′. We may
assume Y (resp. Y ′) is the Legendrian tangle as in Figure 3.4 (left) (resp. (right)) without the
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handleslides. In Figure 3.4, assume a, b are the crossings and c is the right cusp, and denote
by sa, sb the corresponding elementary transformations. As always, label the strands over any
generic vertical line x = xl from top to bottom by 1, 2, . . . , nl. Denote by Hr,Hs,Ht the han-
dleslides with coefficients r, s, t ∈ k in Figure 3.4 (left), and similarly denote by Hr,H′s,H

′
t

the corresponding handleslides in Figure 3.4 (middle and right). Denote CL = C0 = C(Y ′L) =

C(YL),CR = C(Y ′R) = C(YR) (Definition 1.21). Denote µL := µ|YL=Y′L .

Figure 3.4. The sequence of moves applied to modify MCSs, corresponding
to a Legendrian Reidemeister type II move involving a right cusp. Label the
strands over any generic vertical line from top to bottom by 1, 2, . . .. In the figure,
a, b are the crossings, c is the right cusp, and r, s, t indicate the corresponding
handleslides with coefficients r, s, t ∈ k respectively.

Under the identification between the augmentations and A-form MCSs, we then have:

Auga
m(Y; k) � {(d0, r, s, t)|(Ci, di)is a m-graded filtered acyclic complex,

and the handelslides Hr,Hs,Ht are m-graded.}

where (Ci, di) is the complex over the vertical line x = xi (labeled by the dotted line i in Figure
3.4 (left)) determined by (d0, r, s, t) via Lemma 3.4. That is, (C1, d1) = sa ◦Hr(C0, d0), (C2, d2) =

sb ◦ Hs(C1, d1), and (CR, dR) = (C3, d3) = Qk−1 ◦ Ht(C2, d2), where Qk−1 = Qk−1(Ht · d2) is the
morphism ϕ in Definition 3.2 (5c). In other words, we have a short exact sequence of Z/m-
graded filtered complexes:

(3.2.3) 0→ Span{ek−1 + tek, d2(ek−1 + tek)} → (C2, d2)
Qk−1◦Ht
−−−−−→ (CR, dR)→ 0

Notice that < d1ek, ek+1 >=< d0ek−1, ek+1 > +r < d0ek, ek+1 >, < d2ek, ek+1 >=< d0ek, ek+1 >.
Then equivalently, by Lemma 3.5, we have:

Auga
m(Y; k)

� {(d0, r, s, t)|(C0, d0) is m-graded filtered acyclic,Hr,Hs,Ht are m-graded,
< d0ek−1, ek >= 0, < d0ek−1, ek+1 > +r < d0ek, ek+1 >= 0, < d0ek, ek+1 >, 0.}

� {(d0, s, t)|(C0, d0) is m-graded filtered acyclic,Hs,Ht are m-graded,
< d0ek, ek+1 >, 0.}

� {(d0, t)|(C0, d0) is m-graded filtered acyclic,Ht is m-graded,
< d0ek, ek+1 >, 0.} × kβ
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� Auga
m(Y ′; k) × kβ

where in the second identification we have observed that: < d0ek−1, ek >= 0 follows automat-
ically from < d2

0ek−1, ek+1 >= 0 and < d0ek, ek+1 >, 0; The condition < d0ek−1, ek+1 > +r <
d0ek, ek+1 >= 0 implies r = − < d0ek−1, ek+1 > / < d0ek, ek+1 >, which is nonzero only when
µL(k−1) = µL(k+1)+1(= µL(k))(modm), i.e. |a| = µL(k−1)−µL(k) = 0(modm), or equivalently
Hr is m-graded. The last identification again follows from Lemma 3.5, where kβ 3 s encodes the
possible values of s, with β = 1 (resp. 0 and kβ = {0}) if |b| = 0(modm) (resp. |b| , 0(modm)).

Thus, we obtain an isomorphism Φh : Auga
m(Y; k)

∼
−→ Auga

m(Y ′; k)× kβ which sends (d0, r, s, t)
to (d0, t, s) with r = − < d0ek−1, ek+1 > / < d0ek, ek+1 >. Recall that, under the identification
between augmentations and A-form MCSs, the left restriction maps are rL : Auga

m(Y; k) →
Augm(YL; k) (resp. Auga

m(Y ′; k) × kβ → Augm(Y ′L; k)) given by (d0, r, s, t) → (C0, d0) (resp.
(d0, t, s) → (C0, d0)), and the right restriction maps are rR : Auga

m(Y; k) → Augm(YR; k) (resp.
Auga

m(Y ′; k) × kβ → Augm(Y ′R; k)) given by (d0, r, s, t) → (CR, dR) (resp. (d0, t, s) → (CR, d′R)),
where (CR, dR) = (C3, d3) (resp. (CR, d′R) := Qk ◦ H′t (C0, d0)). Clearly, Φh commutes with the
identity map Id : Augm(YL; k)

∼
−→ Augm(Y ′L; k).

On the other hand, given (d0, r, s, t) ∈ Auga
m(Y; k) � Auga

m(Y ′; k)×kβ, so r = − < d0ek−1, ek+1 >
/ < d0ek, ek+1 > and Hr,Hs,Ht are m-graded, observe that

(CR, dR) = Qk−1 ◦ Ht ◦ sb ◦ Hs ◦ sa ◦ Hr(C0, d0)
= Qk−1 ◦ sb ◦ sa ◦ H′t ◦ H′s ◦ Hr(C0, d0)
= Qk ◦ H′t ◦ H′s ◦ Hr(C0, d0)

as shown in Figure 3.4, where the first move (1) in Figure 3.4 is a sequence of Type 1 Handleslide
moves (Section 3.1.3) corresponding the second identity above, the second move (2) in Figure
3.4 corresponds to the last equality above, and can be verified by a direct calculation.

Let (C0, d′0) := H′s ◦ Hr(C0, d0). Observe that H′s ◦ Hr is Z/m-graded, filtration preserving,
and preserves the sub-complex Span{ek + tek+1, d0(ek + tek+1)} of (C0, d0), we then obtain an
isomorphism of short exact sequences of Z/m-graded filtered complexes:

0 // Span{ek + tek+1, d0(ek + tek+1)} //

�

��

(C0, d0)
Qk◦H′t //

H′s◦Hr
��

(CR, d′R) //

ϕ−1
R

���
�
�

0

0 // Span{ek + tek+1, d′0(ek + tek+1} // (C0, d′0)
Qk◦H′t // (CR, dR) // 0

In particular, we obtain an induced isomorphism ϕR : (CR, dR)
∼
−→ (CR, d′R) of Z/m-graded filtered

complexes, which then induces the same m-graded normal ruling of YR = Y ′R. Hence, after
passing to the left and right pieces YL = Y ′L,YR = Y ′R, the isomorphism Φh is compatible with
the ruling decomposition. The theorem in this case follows.

Moreover, notice that any m-graded normal ruling of Y (resp. Y ′) is uniquely determined by
its restrictions to YL,YR (resp. Y ′L,Y

′
R), and so is φh. It follows that Φh is in fact compatible with

φh : NRm
Y
∼
−→ NRm

Y′ .
If h is a Legendrian Reidemeister type II move involving a left cusp between Y,Y ′. We may
assume Y (resp. Y ′) is the Legendrian tangle as in Figure 3.5 (left) (resp. (right)) without the
handleslides. In Figure 3.5, assume a, b are the crossings, and denote by sa, sb the corresponding
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elementary transformations. As always, label the strands over any generic vertical line x = xl

from top to bottom by 1, 2, . . . , nl. Denote by Hr the handleslide with coefficient r ∈ k in
Figure 3.5 (left), and similarly denote by H↑r the unfilterd handleslide in Figure 3.5 (second and
third). Denote CL = C0 = C(YL) = C(Y ′L),CR = C(YR) = C(Y ′R) (Definition 1.21). Denote
µL := µ|YL=Y′L , µR := µ|YR=Y′R , µ1 = µ|Y |{x=x1}

.

Figure 3.5. The sequence of moves applied to modify MCSs, corresponding to a
Legendrian Reidemeister type II move involving a left cusp. In the figure, a, b are
the crossings, r indicates the coefficient of the handleslide (resp. unfiltered han-
dleslides) in the first diagram (resp. the second and third diagrams). In the last
diagram, V is a collection of handleslides: for each i < k, there’s a handleslide
between strands i, k with coefficient −rzi, where zi = (−1)µR(k) < d0ei, ek >, with
(C0, d0) the initial complex in the MCS.

Notice that, for any augmentation ε ∈ Augm(Y; k), have ε ◦ ∂b = (−1)|a|+1ε(a) = 0, equiva-
lently, the possible handleslide immediately to the left of a is trivial in the corresponding A-form
MCS. Hence, under the identification between augmentations and A-form MCSs, we have:

Auga
m(Y; k) � {(d0, r)|(Ci, di)is a m-graded filtered acyclic complex,

and the handelslide Hr is m-graded.}

where (Ci, di) is the complex over the vertical line x = xi (labeled by the dotted line i in Figure
3.5 (left)) determined by (d0, r) via Lemma 3.4. That is, (C1, d1) = (C0, d0)⊕Span{ek+1, d1ek+1 =

(−1)µ1(k+1)ek+2} as in Definition 3.2 (5d), (C2, d2) = sa(C1, d1), and (CR, dR) = (C3, d3) = sb ◦

Hr(C2, d2). Equivalently, by Lemma 3.5, we have:

Auga
m(Y; k)

� {(d0, r)|(C0, d0) is m-graded filtered and acyclic,Hr is m-graded.}
� Auga

m(Y ′; k) × kβ

where kβ 3 r encodes the possible values of r, with β = 1 (resp. 0 and kβ = {0}) if |b| = 0(modm)
(resp. |b| , 0(modm)). Thus, we obtain an isomorphism Φh : Auga

m(Y; k)
∼
−→ Auga

m(Y ′; k) × kβ

which sends (d0, r) to (d0, r). Clearly, Φh commutes with the identity map Id : Augm(YL; k)
∼
−→

Augm(Y ′L; k).
On the other hand, the right restriction maps are rR : Auga

m(Y; k) → Augm(YR; k) (resp.
Auga

m(Y ′; k) × kβ → Augm(Y ′R; k)) given by (d0, r)→ (CR, dR) (resp. (CR, d′R)), where (CR, dR) =

(C3, d3) (resp. (CR, d′R) := (C0, d0) ⊕ Span{ek, dRek = (−1)µR(k)ek+1} as in Definition 3.2 (5d)).
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Observe that

(CR, dR) = sb ◦ Hr ◦ sa((C0, d0) ⊕ Span{ek+1, d1ek+1 = (−1)µ1(k+1)ek+2})
= H↑r ◦ sb ◦ sa((C0, d0) ⊕ Span{ek+1, d1ek+1 = (−1)µR(k)ek+2})
= H↑r ((C0, d0) ⊕ Span{ek, d′1ek = (−1)µR(k)ek+1})
� H↑r (CR, d′R)

as shown in Figure 3.5, where (C′1, d
′
1) is the complex over x = x1 in Figure 3.5 (third) deter-

mined by (C0, d0), i.e. (C′1, d
′
1) = (C0, d0) ⊕ Span{ek, d′1ek = (−1)µR(k)ek+1} as in Definition 3.2

(5d), which can also be identified with (CR, d′R).
For each i < k, let zi := (−1)µR(k) < d′Rei, ek+2 >= (−1)µR(k) < d0ei, ek > and let Hi(−rzi)

be the handleslide between strands i, k with coefficient −rzi as in Figure 3.5 (right). Clearly,
as elementary transformations, they commute with each other (See Figure 3.1 (b)). Let V =

V(d0, r) be the collection of handleslides Hi(−rzi) shown as in Figure 3.5 (right), which also
represents an Z/m-graded filtered isomorphism V : CR

∼
−→ CR, where we have identified C′1 with

CR.
Claim: H↑r (CR, d′R) = V(CR, d′R).

Proof of claim. In fact, for i ≥ k have < d′Rei, ek+2 >= 0 and d′Rek+1 = 0, hence (H↑r · d′R)(ei) =

H↑r ◦ d′R ◦ (H↑r )−1(ei) = d′Rei = (V · d′R)(ei); For i < k have (H↑r · d′R)(ei) = d′Rei − r < d′Rei, ek+2 >
ek+1 = d′Rei − rzid′Rek. On the other hand, have

(V · d′R)(ei) = V ◦ d′R ◦ V−1(ei) = V ◦ d′R(ei − rziek)
= V(d′Rei − rzi(−1)µR(k)ek+1)

= d′Rei +
∑
i<l<k

< d′Rei, el > rzlek − rzi(−1)µR(k)ek+1

= d′Rei − rzi(−1)µR(k)ek+1

= (H↑r · d
′
R)(ei)

where we have observed that∑
i<l<k

< d′Rei, el > rzl = (−1)µR(k)r
∑
i<l<k

< d′Rei, el >< d′Rel, ek+2 >

= (−1)µR(k)r
∑

i<l<k+2

< d′Rei, el >< d′Rel, ek+2 >

= (−1)µR(k)r < d′2R ei, ek+2 >= 0

as < d′Rek, ek+2 >= 0 =< d′Rek+1, ek+2 >. Therefore, H↑r · d′R = V · d′R as desired. �

As a consequence, ϕR = V−1 : (CR, dR)
∼
−→ (CR, d′R) is an Z/m-graded filtered isomorphism.

In particular, (CR, dR) and (CR, d′R) induce the same m-graded normal ruling of YR = Y ′R. Hence,
after passing to the left and right pieces YL = Y ′L,YR = Y ′R, the isomorphism Φh is compatible
with the ruling decomposition. The theorem in this case follows.
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Moreover, notice that any m-graded normal ruling of Y (resp. Y ′) is uniquely determined by
its restrictions to YL,YR (resp. Y ′L,Y

′
R), and so is φh. It follows that Φh is in fact compatible with

φh : NRm
Y
∼
−→ NRm

Y′ .
If h is a Legendrian Reidemeister type III move between Y,Y ′. We may assume Y (resp. Y ′) is
the Legendrian tangle as in Figure 3.6 (left) (resp. (right)) without the handleslides. In Figure
3.6, assume a, b, c are the crossings, and denote by sa, sb, sc (resp. s′a, s

′
b, s
′
c) the corresponding

elementary transformations in Figure 3.6 (first and second diagrams) (resp. (third and fourth
diagrams)). As always, label the strands over any generic vertical line x = xl from top to
bottom by 1, 2, . . . , nl. Denote by Hr,Hs,Ht (resp. H′r,H

′
s,H

′
t′) the handleslides with coefficients

r, s, t ∈ k (resp. r, s, t′ = t − rs ∈ k) in Figure 3.6 (left) (resp. (right)). Denote by Hr,2,Hs,2,Ht,2

(resp. Hr,3,Hs,3,Ht′,3) the handleslides with coefficients r, s, t ∈ k (resp. r, s, t′ = t − rs ∈ k) in
Figure 3.6 (second diagram) (resp. (third diagram)). Denote CL = C0 = C(YL) = C(Y ′L),CR =

C(YR) = C(Y ′R) (Definition 1.21). Denote µL := µ|YL=Y′L , µR := µ|YR=Y′R , µ1 = µ|Y |{x=x1}
.

Figure 3.6. The sequence of Handleslide moves applied to modify MCSs, cor-
responding to a Legendrian Reidemeister type III move. In the figure, a, b, c
are the crossings, r, s, t, t′ = t − rs indicate the coefficients of the handleslides
in each diagram. The moves (1), (3) are Handleslide type 1 moves (Figure 3.1
(c),(f)), and the move (2) is combination of Handleslide type 2 moves, type 3
move (Figure 3.1 (d),(b),(a)), and the standard identity sb ◦ sc ◦ sa = s′a ◦ s′c ◦ s′b.

Under the identification between augmentations and A-form MCSs, we have:

Auga
m(Y; k) � {(d0, r, s, t)|(Ci, di)is a m-graded filtered acyclic complex,

and the handleslides Hr,Hs,Ht are m-graded.}

where (Ci, di) is the complex over the vertical line x = xi (labeled by the dotted line i in Figure
3.6 (left)) determined by (d0, r, s, t) via Lemma 3.4. That is, (C1, d1) = sa ◦Hr(C0, d0), (C2, d2) =

sc ◦ Ht(C1, d1), and (CR, dR) = (C3, d3) = sb ◦ Hs(C2, d2). Observe that < d1ek, ek+1 >=<
d0ek−1, ek+1 > +r < d0ek, ek+1 >, and < d2ek−1, ek >=< d1ek−1, ek+1 > −t < d1ek−1, ek >=<
d0ek, ek+1 > as < d1ek−1, ek >= 0. Also, it’s direct to see that Hr,Hs,Ht are all m-graded if and
only if H′r,H

′
s,H

′
t′ are all m-graded. Then equivalently, by Lemma 3.5, we have:

Auga
m(Y; k)

� {(d0, r, s, t)|(C0, d0) is m-graded filtered and acyclic,Hr,Hs,Ht are m-graded,
< d0ek−1, ek >= 0, < d1ek, ek+1 >= 0, < d2ek−1, ek >= 0.}

� {(d0, r, s, t′)|(C0, d0) is m-graded filtered and acyclic,H′r,H
′
s,H

′
t′ are m-graded,
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< d0ek−1, ek >= 0, < d0ek, ek+1 >= 0, < d0ek−1, ek+1 >= 0.}
� Auga

m(Y ′; k)

where the last identification follows by symmetry. Thus, we obtain an isomorphism Φh :
Auga

m(Y; k)
∼
−→ Auga

m(Y ′; k) which sends (d0, r, s, t) to (d0, r, s, t′) with t′ = t − rs. Clearly,
Φh commutes with the identity map Id : Augm(YL; k)

∼
−→ Augm(Y ′L; k).

On the other hand, the right restriction maps are rR : Auga
m(Y; k) → Augm(YR; k) (resp.

Auga
m(Y ′; k) → Augm(Y ′R; k)) given by (d0, r, s, t) → (CR, dR) (resp. (d0, r, s, t′) → (CR, d′R)),

where (CR, dR) = (C3, d3) (resp. (CR, d′R) = (C′3, d
′
3)). Here (C′i , d

′
i ) is the complex over the

vertical line x = xi (labeled by the dotted line i in Figure 3.6 (right)), determined by (d0, r, s, t′)
via Lemma 3.4. That is, (C′1, d

′
1) = s′b ◦ H′s(C0, d0), (C′2, d

′
2) = s′c ◦ H′t′(C

′
1, d

′
1), and (C′3, d

′
3) =

s′a ◦ H′r(C
′
2, d

′
2). Observe that

(CR, dR) = sb ◦ Hs ◦ sc ◦ Ht ◦ sa ◦ Hr(C0, d0)
= sb ◦ sc ◦ sa ◦ Hs,2 ◦ Ht,2 ◦ Hr,2(C0, d0)
= s′a ◦ s′c ◦ s′b ◦ Hr,3 ◦ Ht′,3 ◦ Hs,3(C0, d0)
= s′a ◦ H′r ◦ s′c ◦ H′t′ ◦ s′b ◦ H′s(C0, d0)
= (CR, d′R)

as shown in Figure 3.6. As a consequence, ϕR = Id : (CR, dR)
∼
−→ (CR, d′R) is an Z/m-graded

filtered isomorphism. In particular, (CR, dR) and (CR, d′R) induce the same m-graded normal
ruling of YR = Y ′R.

Hence, we have seen that, after passing to the left and right pieces YL = Y ′L,YR = Y ′R, the
isomorphism Φh is compatible with the ruling decomposition. The theorem in this case follows.

Moreover, notice that any m-graded normal ruling of Y (resp. Y ′) is uniquely determined by
its restrictions to YL,YR (resp. Y ′L,Y

′
R), and so is φh. It follows that Φh is in fact compatible with

φh : NRm
Y
∼
−→ NRm

Y′ .
So far, we have shown the theorem for Y,Y ′, hence there’s an isomorphism Φh,Y : Auga

m(Y; k)×
(k∗)α × kβ

∼
−→ Auga

m(Y ′; k) × (k∗)α
′

× kβ
′

, which commutes with Id : Auga
m(YL; k)

∼
−→ Auga

m(Y ′L; k),
and is compatible with the ruling decomposition over YR = Y ′R. In general, T = X ◦ Y ◦ Z,T ′ =

X ◦ Y ′ ◦ Z are compositions of simpler Legendrian tangles, and h is the simple Legendrian iso-
topy between Y,Y ′. In particular, XR = YL = Y ′L,YR = Y ′R = ZL. We construct an isomorphism
Φh : Auga

m(T ; k) × (k∗)α × kβ
∼
−→ Auga

m(T ′; k) × (k∗)α
′

× kβ
′

as follows.
By the sheaf property, we have

Auga
m(T ; k) = Auga

m(X; k) ×Auga
m(YL;k) ×Auga

m(Y; k) ×Auga
m(YR;k) ×Auga

m(Z; k)
Auga

m(T ′; k) = Auga
m(X; k) ×Auga

m(Y′L;k) ×Auga
m(Y ′; k) ×Auga

m(Y′R;k) ×Auga
m(Z; k)

By the identification between augmentations and A-form MCSs, any element of Auga
m(T ; k)×

(k∗)α×kβ is of the form (CX,CY , r, s,CZ), where CX,CY ,CZ is an acyclic m-graded A-form MCS
on X,Y,Z respectively, such that CX |YL = CY |YL ,CY |YR = CZ |YR as Z/m-graded filtered complexes,
and r ∈ (k∗)α, s ∈ kβ. Also, there’s a similar statement for T ′.
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Define (CY′ , r′, s′) := Φh,Y(CY , r, s). Since Φh,Y commutes with Id : Auga
m(YL; k)

∼
−→ Auga

m(Y ′L; k),
we have CX |Y′L = CY |YL = CY′ |Y′L . On the other hand, the proof of the theorem for Y,Y ′

also gives a canonical Z/m-graded filtered isomorphism ϕR : CZ |ZL = CY |YR

∼
−→ CY′ |Y′R=YR ,

with ϕR depending on (CY , r, s) algebraically. By Definition 3.2, the A-form MCS CZ on
Z has the form CZ = ({(Cl, dl)}, {xl},H), where x0 is the x-coordinate of the left endpoints
of Z, (C0, d0) = CZ |ZL , etc. Then by Lemma 3.14 below, there’s a canonical extension of
(C0, d′0) = CY′ |Y′R to a m-graded A-form MCS C′Z = ({(Cl, d′l )}, {xl},H′) := Φ(ϕR,CZ), and
φ0 = ϕR to a sequence of isomorphisms φZ =: φ = {φl}, with φl : (Cl, dl)

∼
−→ (Cl, d′l ) an

isomorphism of Z/m-graded filtered complexes. Moreover, C′Z and φZ depend on CZ |ZL , ϕR al-
gebraically. As a consequence, (CX,CY′ , r′, s′,C′Z) is an element in Auga

m(T ′; k) × (k∗)α
′

× kβ
′

.
define Φh(CX,CY , r, s,CZ) := (CX,CY′ , r′, s′,C′Z). We then obtain an algebraic morphism

Φh : Auga
m(T ; k) × (k∗)α × kβ → Auga

m(T ′; k) × (k∗)α
′

× kβ
′

Notice also that, CZ,C
′
Z induce the same m-graded normal ruling of Z.

Conversely, given (CX,CY′ , r′, s′,C′Z), define (CY , r, s) := Φ−1
h,Y(CY′ , r′, s′) and let ϕ−1

R : CY′ |Y′R

∼
−→

CY |YR be the induced isomorphism in the proof of the theorem for Y,Y ′. Then define CZ :=
Φ′(ϕ−1

R ,C
′
Z) as in Lemma 3.14. By a similar argument as above, we see that (CX,CY , r, s,CZ)

defines an element in Auga
m(T ; k)× (k∗)α × kβ. Define Φ′h(CX,CY′ , r′, s′,C′Z) := (CX,CY , r, s,CZ).

Then we obtain an algebraic morphism

Φ′h : Auga
m(T ′; k) × (k∗)α

′

× kβ
′

→ Auga
m(T ; k) × (k∗)α × kβ

By Lemma 3.14, it’s easy to see that Φh,Φ
′
h are inverse to each other.

Thus, we obtain an algebraic isomorphism Φh : Auga
m(T ; k) × (k∗)α × kβ

∼
−→ Auga

m(T ′; k) ×
(k∗)α

′

× kβ
′

. By definition, Φh clearly commutes with Id : Auga
m(TL; k) = Auga

m(XL; k)
∼
−→

Auga
m(T ′L; k) = Auga

m(XL; k), and is compatible with the ruling decomposition over TR = T ′R.
This finishes the proof of the theorem. �

By a more careful check, the proof of the previous theorem also shows the following:

Corollary 3.11. In the setting of Theorem 3.10, given any m-graded normal rulings ρL, ρR of
TL = T ′L,TR = T ′R respectively, and any εL ∈ Om(ρL; k), there’s an isomorphism:

Φh : Augm(T, εL, ρR; k) × (k∗)B(T ′) × kdim′−B(T ′) ∼−→ Augm(T ′, εL, ρR; k) × (k∗)B(T ) × kdim−B(T )

where dim = dim Augm(T, εL, ρR; k), dim′ = dim Augm(T ′, εL, ρR; k), and B(T ), B(T ′) are the
numbers of base points on T,T ′ respectively.
In particular, the mixed Hodge polynomial of Augm(T, ερL , ρR;C), up to a normalization, defines
a 2-variable Legendrian isotopy invariant generalizing ruling polynomials:

Pm
T (ρL, ρR; q, t) : = Hc(C×; x, y, t)−B(T )Hc(C; x, y, t)−dim+B(T )Hc(Augm(T, ερL , ρR;C); x, y, t)

= (t + qt2)−B(T )(qt2)−dim+B(T )Hc(Augm(T, ερL , ρR;C); x, y, t)

where q = xy.
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3.3. An isomorphism lifting property.

Lemma 3.12. Let (T, µ) be an elementary Legendrian tangle: a single crossing, a left cusp, n
parallel strands with a single base point, or a marked right cusp. Then there exists a natural
algebraic action Bm(TL) y Auga

m(T ; k), which lifts the action Bm(TL) y Auga
m(TL; k) with

respect to the left restriction map rL : Auga
m(T ; k) → Auga

m(TL; k), and such that the ruling
decomposition Auga

m(T ; k) = tρ∈NRm
T
Augρm(T ; k) coincides with the stratification of Auga

m(T ; k)
induced by Bm(TL)-orbits.

Proof. The proof is a case-by-case argument.
Case 1: If T is a single crossing q connecting strands k, k + 1. Use the identification between
augmentations and A-form MCSs (Theorem 3.8), any element C ∈ Auga

m(T ; k) is a m-graded
(acyclic) A-form MCS, which can be written as C = ({(Cl, dl)}2l=0, {xl}

2
l=0,H) (Definition 3.2).

Here H consists of a single handleslide Hr between strands k, k + 1 immediately before the
crossing q, with coefficient r ∈ k (r = 0 in the case when |q| , 0(modm)), and (Cl, dl) is a
Z/m-graded filtered complex over T |{x=xl} with Cl = C(T |{x=xl}), where x0 = xL, x2 = xR are the
x-coordinates of the left and right endpoints of T respectively, and x1 is the x-coordinate of a
vertical line between Hr and q. In particular, C0 = C(TL),C2 = C(TR) (Definition 1.21). Denote
µL = µ|T |{x=xL}

, µR = µ|T |{x=xR}
.

Take any group element φ0 ∈ Bm(TL), we want to construct an action of φ0 on C, i.e. a
m-graded A-form MCS φ0 · C of T , which we denote by C′ = ({(Cl, d′l )

2
l=0}, {xl}

2
l=0,H

′) of T .
Define (C0, d′0) := φ0(C0, d0) = (C0, φ0 ◦ d0 ◦ φ

−1
0 ). Denote by < φ0(ei), e j > the coefficient of

e j in φ0(ei). Define a handleslide Hr′ between strands k, k + 1 immediately to the left of q, with
coefficient r′, where

r′ :=
< φ0(ek), ek+1 > +r < φ0(ek+1), ek+1 >

< φ0(ek), ek >
.(3.3.1)

Claim: (C0, d′0) and H′ := {Hr′} defines a m-graded (acyclic) A-form MCS C′ on T via Lemma
3.5.

In fact, if |q| = µL(k) − µL(k + 1) , 0(modm), then r = 0 and < φ0(ek), ek+1 >= 0. It follows
that H′r is m-graded. Moreover, notice that φ0 is a m-graded filtered isomorphism and d′0 =

φ0 · d0, then < d′0ek, ek+1 >=< φ−1
0 ek, ek >< φ0 ◦ d0(ek), ek+1 >=< φ−1

0 ek, ek >< φ0ek+1, ek+1 ><
d0ek, ek+1 >= 0 as < d0ek, ek+1 >= 0. Hence, by Lemma 3.5, the claim holds.

In this case, we can also construct a sequence of isomorphisms φ = {φl} with φl : (Cl, dl)
∼
−→

(Cl, d′l ) an isomorphism of Z/m-graded filtered complexes, such that φ depends on (C, φ0) alge-
braically.

In fact, define φ1 := Hr′ ◦φ0 ◦H−1
r and φ2 := sq ·φ1 = sq ◦φ1 ◦ s−1

q , where sq is the elementary
transformation corresponding to the crossing q. We will show that φ := {φl}

2
l=0 : C

∼
−→ C′

defines an isomorphism of m-graded A-form MCSs (Definition 3.7). In fact, the only nontrivial
condition to check is that φ2 : C2

∼
−→ C2 is filtered. To check this condition, again the only

nontrivial case is < φ2(ek+1), ek >= 0, whose proof is done by a direct calculation:

< φ2(ek+1), ek >=< sq ◦ φ1(ek), ek >=< φ1(ek), ek+1 >

= < Hr′ ◦ φ0(ek + rek+1), ek+1 >
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= < φ0(ek), ek >< Hr′(ek), ek+1 > + < φ0(ek), ek+1 >< Hr′(ek+1), ek+1 >

+ r < φ0(ek+1), ek+1 >< Hr′(ek+1), ek+1 >

= −r′ < φ0(ek), ek > + < φ0(ek), ek+1 > +r < φ0(ek+1), ek+1 >

= 0

Notice that the calculation above also shows that the m-graded A-form MCS C′ is uniquely
characterized by the conditions that (C0, d′0) = φ0(C0, d0) and φ defined above induces an iso-
morphism of m-graded A-form MCSs. It’s then easy to see that the construction of φ0 · C = C′

induces an algebraic action Bm(TL) y Augm(T ; k), which lifts the obvious action Bm(TL) y
Augm(TL; k). Moreover, it also follows from the Z/m-graded filtered isomorphisms φl’s that the
Bm(TL)-action preserves the ruling decomposition Auga

m(T ; k) = tρAugρm(T ; k).
Now, it suffices to show that, for any m-graded normal ruling ρ of T , Bm(TL) acts transitively

on the stratum Augρm(T ; k). That is, for anyC = ({(Cl, dl)}2l=0, {xl}
2
l=0,H), C′ = ({(Cl, d′l )}

2
l=0, {xl}

2
l=0,H

′})
in Augρm(T ; k), with H = {Hr},H′ = {Hr′} the handleslides immediately to the left of q, there
exists a φ0 ∈ Bm(TL) such that C′ = φ0 · C. For simplicity, denote ρL := ρ|TL . As Bm(T ) acts
transitively on AugρL

m (TL; k), it suffices to consider the case (C0, d0) = (C0, d′0) = (C0, dρL), where
dρL is the canonical differential on C(TL) associated to ρL (Remark 1.24).
If |q| , 0(mod m). Then r = r′ = 0. Hence, by Lemma 3.4 have C′ = φ0 ·C for φ0 = Id ∈ Bm(TL).
From now on, we may also assume |q| = 0(mod m).
If q is a m-graded departure of ρ. Then again r = r′ = 0 and φ0 = Id satisfy the desired
requirement.
If q is a m-graded switch of ρ. Then r, r′ , 0. Let a = r′/r and s be the strand paired with k + 1
via ρ. Clearly, s , k, k + 1. Define φ0 ∈ Bm(T ) via φ0(ek+1) = aek+1, φ0(es) = aes and φ0(ep) = ep

for all p ∈ I(TL) \ {k + 1, s}. We claim that C′ = φ0 · C. In fact, clearly we have φ0 · dρL = dρL ,
that is, (C0, d′0) = φ0(C0, d0). Moreover, by definition, the coefficient r′′ of the handleslide in
φ0 · C is given by r′′ =

<φ0(ek),ek+1>+r<φ0(ek+1),ek+1>

<φ0(ek),ek>
= ar = r′. Therefore, by Lemma 3.4, we have

φ0 · C = C′ as desired.
If q is a m-graded return of type (R1) of ρ (see Figure 1.3 (bottom row, left)). Then k ∈ UρL , k +

1 ∈ LρL , and ρ−1
L (k + 1) < k < k + 1 < ρL(k) with ρ−1

L (k + 1) ∈ UρL , ρL(k) ∈ LρL . Let a := r′ − r.
Define φ0 ∈ Bm(TL) via ẽk := φ0(ek) := ek +aek+1 and ẽp := φ0(ep) := ep otherwise. Then dρL ẽp =

eρL(p) for all p ∈ I(TL). It follows that φ−1
0 · dρL = dρL , or equivalently, (C0, d′0) = φ0(C0, d0).

Moreover, the coefficient of the handleslide in φ0 ·C is r′′ =
<φ0(ek),ek+1>+r<φ0(ek+1),ek+1>

<φ0(ek),ek>
= a+ r = r′.

As a consequence, by Lemma 3.4, we have φ0 · C = C′ as desired.
If q is a m-graded return of type (R2) (resp. (R3))of ρ (see Figure 1.3 (bottom row, middle (resp.
right))). Then k, k + 1 ∈ UρL (resp. k, k + 1 ∈ LρL). Let i, j be the strands paired with k, k + 1
via ρ respectively. Then k < k + 1 < i < j or i < j < k < k + 1. Let a := r′ − r. Define
φ0 ∈ Bm(TL) via ẽk := φ0(ek) := ek + aek+1, ẽi := φ0(ei) := ei + ae j, and ẽp := φ0(ep) := ep for all
p ∈ I(TL) \ {k, i}. We claim that φ0 · C = C′. In fact, clearly we have (φ−1

0 ·dρL)(ẽp) = ẽρL(p) for all
p ∈ UρL . That is, φ−1

0 · dρL = dρL , or equivalently, (C0, d′0) = φ0(C0, d0). Moreover, the coefficient
r′′ of the handleslide in φ0 · C is r′′ =

<φ0(ek),ek+1>+r<φ0(ek+1),ek+1>

<φ0(ek),ek>
= a + r = r′. As a consequence,

by Lemma 3.4, we have φ0 · C = C′ as desired.
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Case 2: If T is a single left cusp q connecting strands k, k + 1 of TR. Use the identification
between augmentations and A-form MCSs (Theorem 3.8), any element C ∈ Auga

m(T ; k) can be
written as C = ({(Cl, dl)}1l=0, {xl}

1
l=0,H) (Definition 3.2). Here H = ∅ and (Cl, dl) is a Z/m-graded

filtered complex over T |{x=xl} with Cl = C(T |{x=xl}), where x0 = xL, x1 = xR are the x-coordinates
of the left and right endpoints of T respectively. Denote µL = µ|T |{x=xL}

, µR = µ|T |{x=xR}
.

Notice that (C1, d1) = (C0, d0)⊕Span{ek, ek+1 : d1ek = (−1)µR(k)ek+1} via Definition 3.2.(5d). It
follows that the left restriction map rL : Auga

m(T ; k)
∼
−→ Auga

m(TL; k) is an isomorphism. Hence,
the lemma holds trivially.

Moreover, we remark that for any C = ({(Cl, dl)}1l=0, {xl}
1
l=0,H) in Auga

m(T ; k) with H = ∅, and
any φ0 ∈ Bm(TL), denote C′ := φ0 · C, which can be written as C′ = ({(Cl, d′l )}

1
l=0, {xl}

1
l=0,H

′)
with H′ = ∅. We can define a Z/m-graded filtered isomorphism φ1 : (C1, d1)

∼
−→ (C1, d′1) by

φ1|(C0,d0) := φ0 and φ1|Span{ek ,ek+1:d1ek=(−1)µR(k)ek+1}
= Id. Then φ := {φ0, φ1} : C

∼
−→ C′ defines

an isomorphism of Z/m-graded A-form MCSs (Definition 3.7), and depends algebraically on
φ0,C.
Case 3: If T is n parallel strands with a single base point q on the strand k. Use the identifi-
cation between augmentations and A-form MCSs (Theorem 3.8), any element C ∈ Auga

m(T ; k)
can be written as C = ({(Cl, dl)}1l=0, {xl}

1
l=0,H) (Definition 3.2). Here H = {cr} consists of a single

labeled base point at q (Definition 3.1) with r ∈ k∗, and (Cl, dl) is a Z/m-graded filtered complex
over T |{x=xl} with Cl = C(T |{x=xl}), where x0 = xL, x1 = xR are the x-coordinates of the left and
right endpoints of T respectively. Denote µL = µ|T |{x=xL}

, µR = µ|T |{x=xR}
.

Notice that (C1, d1) = cr(C0, d0) via Definition 3.2.(5e), where cr denotes the elementary
transformation corresponding to the labeled base point cr at q (see Section 3.1.3). Thus, there’s
a canonical isomorphism Auga

m(T ; k)
∼
−→ Auga

m(TL; k)× k∗ whose first factor is rL and the second
factor given by C → r.

Take any group element φ0 ∈ Bm(TL), let’s define the action φ0 · C of T , which we denote by
C′ = ({(Cl, d′l )

1
l=0}, {xl}

1
l=0,H

′) of T .
Define (C0, d′0) := φ0(C0, d0) = (C0, φ0 ◦ d0 ◦ φ

−1
0 ). Denote by < φ0(ei), e j > the coefficient of

e j in φ0(ei). Define a labeled base point cr′ at q, with r′ given by

r′ :=
r

< φ0(ek), ek >
.(3.3.2)

Clearly, (C0, d′0) and H′ := {cr′} defines a m-graded (acyclic) A-form MCS C′ on T via
Lemma 3.5.

In this case, we can also construct a sequence of isomorphisms φ = {φl} with φl : (Cl, dl)
∼
−→

(Cl, d′l ) an isomorphism of Z/m-graded filtered complexes, such that φ depends on (C, φ0) alge-
braically. In fact, define φ1 := cr′ ◦ φ0 ◦ c−1

r . Then φ := {φl}
2
l=0 : C

∼
−→ C′ defines an isomorphism

of m-graded A-form MCSs (Definition 3.7). Moreover, < φ1(ek), ek >= 1. And, C′ is uniquely
determined by the conditions (C0, d′0) = φ0(C0, d0) and < φ1(ek), ek >= 1. It then follows that
φ0 · C = C′ induces an algebraic action Bm(TL) y Augm(T ; k), which lifts the obvious action
Bm(TL)y Augm(TL; k), and preserves the ruling decomposition Auga

m(T ; k) = tρAugρm(T ; k).
Now, it suffices to show that, for any m-graded normal ruling ρ of T , Bm(TL) acts transi-

tively on the stratum Augρm(T ; k). That is, for any C = ({(Cl, dl)}1l=0, {xl}
1
l=0,H), and C′ =
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({(Cl, d′l )}
1
l=0, {xl}

1
l=0,H

′}) in Augρm(T ; k), with H = {cr},H′ = {cr′} the labeled base points at
q, there exists a φ0 ∈ Bm(TL) such that C′ = φ0 · C. In fact, as Bm(TL) acts transitively
on AugρL

m (TL; k), it suffices to consider the case (C0, d0) = (C0, d′0) = (C0, dρL). Now, let i
be the strand paired with k via ρL, and denote a := r/r′ ∈ k∗. Define φ0 ∈ Bm(TL) via
φ0(ek) = aek, φ0(ei) = aei and φ0(ep) = ep otherwise. Then, clearly φ0 · d0 = d′0 = dρL , and
the coefficient of the labeled base point in φ0 · C is r′′ = r

<φ0(ek),ek>
= r′. Thus, by Lemma 3.4,

we have C′ = φ0 · C as desired.
Case 4: If T is a marked right cusp q connecting strands k, k + 1 of TL. Then any element
C in Auga

m(T ; k) may be written as C = ({(Cl, dl)}2l=0, {xl}
2
l=0,H), where H consists of a single

handleslide Hr between strands k, k + 1 immediately before q, with coefficient r ∈ k (r = 0
in the case when m , 1). Here x0 = xL, x2 = xR are the x-coordinates of the left and right
endpoints of T respectively, and x1 is the x-coordinate of a vertical line between Hr and q. In
particular, C0 = C(TL),C2 = C(TR) (Definition 1.21). Denote µL = µ|T |{x=xL}

, µR = µ|T |{x=xR}
.

Assume nL, nR = nL − 2 are the numbers of the left and right endpoints of T respectively.
By definition, we know (C1, d1) = Hr(C0, d0) and (C2, d2) is determined by the short exact

sequence of Z/m-graded filtered complexes:

0→ Span{ek, d1ek} → (C1, d1)
Qk
−−→ (C2, d2)→ 0

where Qk is the morphism defined as in Definition 3.2 (5c). Define H′ := {Hr′}, with

r′ :=
< φ0(ek), ek+1 > +r < φ0(ek+1), ek+1 >

< φ0(ek), ek >
.(3.3.3)

Then (C0, d′0) and H′ define a m-graded A-form MCS C′ = ({(Cl, d′l )}
2
l=0, {xl}

2
l=0,H

′) via Lemma
3.5. Define φ1 : (C1, d1)

∼
−→ (C1, d′1) by φ1 := Hr′ ◦ φ0 ◦ H−1

r , which is clearly a Z/m-graded
filtered isomorphism. Similar to Case 1, C′ is uniquely determined by the conditions (C0, d′0) =

φ0(C0, d0) and < φ1(ek), ek+1 >= 0. This shows that the construction of φ0·C induces an algebraic
Bm(TL)-action on Auga

m(T ; k), which lifts the obvious action Bm(TL)y Auga
m(TL; k).

Now, there’re 2 different ways to construct two Z/m-graded filtered isomorphisms φ2 :
(C2, d2)

∼
−→ (C2, d′2) (resp. φ′2 : (C2, d2)

∼
−→ (C2, d′2)), with φ2 = φ2[φ0,C] (resp. φ′2 = φ′2[φ0,C])

depends algebraically on φ0,C. Unlike the previous cases, the sequence of isomorphisms
φ := {φ0, φ1, φ2} (resp. φ′ := {φ0, φ1, φ

′
2}) is no longer an isomorphism of m-graded A-form

MCSs. The construction is as follows.
Let ẽk := ek, ẽk+1 := d1ek, and ẽp := ep −

<d1ep,ek+1>

<d1ek ,ek+1>
ek for p , k, k + 1. Then {ẽp}

nL
p=1 is a new

basis for the Z/m-graded filtered k-module C1, and < d1ẽp, ek+1 >= 0 for p , k, k + 1. Clearly,
for j > k + 1, have ẽ j = e j and d1ẽ j ∈ Span{ẽp}p>k+1. For i < k, the condition < d1ẽi, ek+1 >= 0
implies that

d1ẽi =
∑
i<l<k

< d1ei, el > el+ < d1ei, ek > ek(mod Span{ep}p>k+1)

=
∑
i<l<k

< d1ei, el > ẽl + ziek(mod Span{ep}p>k+1)

for some zi ∈ k. It follows that 0 =< d2
1 ẽi, ek+1 >= zi < d1ek, ek+1 >, which then implies

that zi = 0. Hence, d1ẽi ∈ Span{ẽp, p , k, k + 1} for i , k, k + 1. As consequence, we
obtain a direct sum decomposition of Z/m-graded filtered complexes (C1, d1) = (Span{ẽp, p ,
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k, k + 1}, d1) ⊕ Span{ẽk, d1ẽk = ẽk+1}. Define an isomorphism ψ1 : (C1, d1)
∼
−→ (C1, d1) by

ψ1(ẽp) := ẽp for p , k, k + 1, and ψ1(ẽk) := φ−1
1 (ek), ψ1(ẽk+1) := φ−1

1 ◦ d1(ek). One can check
directly that ψ1 ◦d1 = d1 ◦ψ1, so ψ1 indeed defines an Z/m-graded filtered isomorphism. Define
φ̃1 := φ1 ◦ ψ1 : (C1, d1)

∼
−→ (C1, d′1), then φ̃1(ek) = ẽk = ek. We thus obtain an isomorphism of

short exact sequences of Z/m-graded filtered complexes:

0 // Span{ek, d1ek} //

�
��

(C1, d1)
Qk //

φ̃1
��

(C2, d2) //

φ2
���
�
� 0

0 // Span{ek, d′1ek} // (C1, d′1) Qk // (C2, d′2) // 0

In particular, we obtain an isomorphism φ2 : (C2, d2)
∼
−→ (C2, d′2) of Z/m-graded filtered com-

plexes, which clearly depends algebraically on φ0,C.

Similarly, define a new basis {ẽ′p} for C1 by ẽ′k := ek, ẽ′k+1 := d′1ek, and ẽ′p := ep−
<d′1ep,ek+1>

<d′1ek ,ek+1>
ek for

p , k, k + 1. By the same reason, we obtain a direct sum decomposition of Z/m-graded filtered
complexes (C1, d′1) = (Span{ẽ′p, p , k, k+1}, d′1)⊕Span{ẽ′k, d

′
1ẽ′k = ẽ′k+1}. Define an isomorphism

ψ′1 : (C1, d′1)
∼
−→ (C1, d′1) by ψ′1(ẽ′p) := ẽ′p for p , k, k + 1, and ψ′1(ẽ′k) := φ1(ek), ψ′1(ẽ′k+1) :=

φ1 ◦ d1(ek). One can check directly that ψ′1 ◦ d′1 = d′1 ◦ ψ
′
1, so ψ′1 indeed defines an Z/m-graded

filtered isomorphism. Define φ̃′1 := (ψ′1)−1 ◦ φ1 : (C1, d1)
∼
−→ (C1, d′1), then φ̃′1(ek) = ẽk = ek. We

thus obtain an isomorphism of short exact sequences of Z/m-graded filtered complexes:

0 // Span{ek, d1ek} //

�
��

(C1, d1)
Qk //

φ̃′1
��

(C2, d2) //

φ′2
���
�
� 0

0 // Span{ek, d′1ek} // (C1, d′1) Qk // (C2, d′2) // 0

In particular, we obtain an isomorphism φ′2 : (C2, d2)
∼
−→ (C2, d′2) of Z/m-graded filtered com-

plexes, which depends algebraically on φ0,C.
Altogether, we have shown that the Bm(TL)-action on Auga

m(T ; k) preserves the ruling de-
composition. It suffices to show that, Bm(TL) acts transitively on each stratum. That is, for
any m-graded normal ruling ρ, and any two elements C = ({(Cl, dl)}2l=0, {xl}

2
l=0,H), and C′ =

({(Cl, d′l )}
2
l=0, {xl}

2
l=0,H

′) in Augρm(T ; k), with H = {Hr},H′ = {Hr′} the handleslides immediately
to the left of q, there exists a φ0 ∈ Bm(TL) such that C′ = φ0 · C.

In fact, as Bm(TL) acts transitively on AugρL
m (TL; k), it suffices to consider the case (C0, d0) =

(C0, d′0) = (C0, dρL). Now, let a = r′− r, and define φ0 ∈ Bm(TL) by ẽk := φ0(ek) := ek +aek+1 and
ẽp := φ0(ep) := ep otherwise. Then dρL ẽp = ẽρL(p) for all p ∈ UρL . It follows that φ0 · dρL = dρL ,
or equivalently, (C0, d′0) = φ0 · (C0, d0). Moreover, the coefficient of the handleslide in φ0 · C is
r′′ =

<φ0(ek),ek+1>+r<φ0(ek+1),ek+1>

<φ0(ek),ek>
= r′. Thus, by Lemma 3.4, we have φ0 · C = C′ as desired.

Remark 3.13. By the constructions of φ2, φ
′
2, we have φ′2[φ−1

0 , φ0 · C] = (φ2[φ0,C])−1 and hence
also φ2[φ−1

0 , φ0 · C] = (φ′2[φ0,C])−1.

Now, we have finished the proof of the lemma. �

More generally, we can show the following isomorphism lifting property:



TOWARDS THE COHOMOLOGY OF AUGMENTATION VARIETIES OF LEGENDRIAN TANGLES 47

Lemma 3.14. Let (T, µ) be a Legendrian tangle such that each right cusp is marked. Then there
are two algebraic morphisms Φ : Bm(TL; k) × Auga

m(T ; k) → Auga
m(T ; k) and Φ′ : Bm(TL; k) ×

Auga
m(T ; k)→ Auga

m(T ; k) such that

(1) Given any m-graded A-form MCS C = ({(Cl, dl)}, {xl},H) in Auga
m(T ; k), and any φ0 ∈

Bm(TL; k), denote Φ(φ0,C) := ({(Cl, d′l )}, {xl},H′) (resp. Φ′(φ0,C) := ({(Cl, d′′l )}, {xl},H′′)).
Then φ0 : (C0, d0)

∼
−→ (C0, d′0) (resp. φ0 : (C0, d0)

∼
−→ (C0, d′′0 )) is an isomorphism of Z/m-

graded filtered complexes.
(2) In the situation above, there’s a canonical way to extend φ0 to a sequence of isomor-

phisms φ = {φl} (resp. φ′ = {φ′l}) with φl : (Cl, dl)
∼
−→ (Cl, d′l ) (resp. φ′l : (Cl, dl)

∼
−→

(Cl, d′′l )) an isomorphism of Z/m-graded filtered complexes, such that φ = φ[φ0,C]
(resp. φ′ = φ′[φ0,C]) depends algebraically on φ0,C.

(3) Φ′(φ−1
0 ,Φ(φ0,C)) = C, and Φ(φ−1

0 ,Φ
′(φ0,C)) = C.

(4) φ′l[φ
−1
0 ,Φ(φ0,C)] = (φl[φ0,C])−1, and φl[φ−1

0 ,Φ
′(φ0,C)] = (φ′l[φ0,C])−1.

Proof. Take any m-graded A-form MCS C = ({(Cl, dl)}, {xl},H) in Auga
m(T ; k), and any φ0 ∈

Bm(TL; k). By cutting the Legendrian tangle (T, µ) into elementary pieces, notice that we can
construct the A-form MCS Φ(φ0,C),Φ′(φ0,C), and the sequences of isomorphisms φ, φ′ induc-
tively. Hence, it suffices to show the lemma for the case when T is an elementary Legendrian
tangle: a single crossing, a single left cusp, n parallel strands with a single base point, or a
single marked right cusp.

Now, we only have to repeat the proof of Lemma 3.12: In Case 1, 2, 3, we simply define
Φ(φ0,C) = Φ′(φ0,C) := C′ = φ0 · C, and φ = φ′ := {φl}, where C′, φl are constructed in each
case as in the proof of Lemma 3.12. The result then follows from Lemma 3.12. In Case 4,
we define Φ(φ0,C) = Φ′(φ0,C) := C′ = φ0 · C, and φ := {φ0, φ1, φ2}, φ

′ := {φ0, φ1, φ
′
2}, where

φ0, φ1, φ2, φ
′
2 are constructed as in Case 4 in the proof of Lemma 3.12. Now, the result follows

from Lemma 3.12 and Remark 3.13. �

Remark 3.15. We see from the proof that if (T, µ) is an elementary tangle: a single crossing, a
left cusp, n-parallel strands, or a marked right cusp, then Φ = Φ′. However, they are not identical
for a general Legendrian tangle (T, µ). Because the inductive construction of Φ,Φ′ also involves
the sequences of isomorphisms φ, φ′ for each elementary piece of T , whose constructions are
different when the elementary piece is a marked right cusp.

4. The combinatorics of the ruling decomposition

Let (T, µ) be any Legendrian tangle with base points so that each right cusp is marked. Fix
the base field k = C. Recall that, associated to the ruling decomposition

Augm(T, ρL, ρR; k) = tρ∈NRm
T (ρL,ρR)Augρm(T, ρL, ρR; k)

for the augmentation variety Augm(T, ρL, ρR; k), there’s a spectral sequence (Lemma 2.4) com-
puting the mixed Hodge structure of the variety. This motivates the problem of understanding
the gluing behavior of the pieces in the ruling decomposition. More generally, we will study
the combinatorics of the (full) ruling decomposition (Definition 1.28,Theorem 1.29):

Auga
m(T ; k) = tρ∈NRm

T
Augρm(T ; k)(4.0.4)
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where Auga
m(T ; k) := {ε ∈ Augm(T ; k) : ε |TL is acyclic (Remark 1.24).} is the (full) augmenta-

tion variety of acyclic augmentations.
Similar to Definition 2.1, we define:

Definition 4.1. Given any stratified space X = tρ∈SXρ and any two indices ρ′, ρ ∈ S, we say
ρ′ ≤G ρ, if Xρ′ ⊂ Xρ. We will call the partial order ≤G so defined the geometric partial order on
S.

It’s expected that the full ruling decomposition is indeed a stratification. That is, the frontier
axiom is satisfied: the closure of any stratum is a disjoint union of strata. We can then pursue
an combinatorial description of the geometric partial order on the full ruling decomposition.

4.1. Trivial Legendrian tangles. We firstly deal with case when T is the trivial Legendrian
tangle of n parallel strands. In this case, the description will be a direct generalization of the
results in [Mel06, Rot09].

By Remark 1.24, we then have X = Augm(T ; k) = tρ∈SXρ, where Xρ = Augρm(T ; k) =

Om(ρ; k), and S = Sm
T is the set of all m-graded isomorphism types of T . In this case, X is

a Bm(T )-variety (Definition 1.21), stratified by finitely many Bm(T )-orbits Om(ρ; k). Hence,
X = tρXρ satisfies the frontier axiom and is indeed a Whitney stratification. Similarly, so is the
ruling decomposition for Auga

m(T ; k).
Now, let’s study the geometric partial order on S. Given any m-graded isomorphism type ρ

of T , recall that ρ is a partition I = I(T ) = Uρ t Lρ tHρ and a bijection ρ : Uρ

∼
−→ Lρ (Definition

1.23). Equivalently, we can write ρ as an involution in the symmetry group S n of n letters. That
is, ρ = (i1 j1)(i2 j2) . . . (ik jk) ∈ S n, if Uρ = {i1 < i2 < . . . < ik} and Lρ = { j1, j2, . . . , jk}. Finally, it
can also be identified with the canonical differential dρ on C(T ), given by dρei = eρ(i) for i ∈ Uρ,
and dρei = 0 for i ∈ Lρ t Hρ.

Definition 4.2. Fix 1 ≤ i ≤ j ≤ n. We introduce some notations:

• Define Ti, j to be the trivial Legendrian tangle of the strands i, i + 1, . . . , j of T .
• For any d in Om(ρ; k), that is, (C(T ), d) is a Z/m-graded filtered complex whose Baran-

nikov normal form (Lemma 1.22) is dρ, we define a differential di, j on C(Ti, j) so that
(C(Ti, j), di, j) = (Span{el, l ≥ i}, d)/(Span{el, l > j}, d) is the sub-quotient of (C(T ), d), as
a Z/m-graded filtered complex.
In other words, πi, j(d) is represented by the sub-matrix (dep, eq)i≤p,q≤ j, consisting of the
rows and columns i, i + 1, . . . , j of (< dep, eq >)1≤p,q≤n.
• Define ρi, j := ρ|Ti, j to be the m-graded isomorphism type on Ti, j determined by (dρ)i, j.
• It’s clear that di, j ∈ Om(Ti, j; k). We then obtain an induced map πi, j : Om(ρ; k) →
Om(ρi, j; k) by πi, j(d) := di, j.
• For simplicity, for each a = 0, 1, . . . ,m − 1(mod m), and any subset J of I(T ), define

Ja := {p ∈ J||ep| = µ(p) = a(mod m)}.

Definition 4.3. For any differential d in Augm(T ; k), define a rank matrix R(d) := (Rp,q(d))1≤p,q≤n,
where Rp,q(d) := (Ra

p,q(d))m−1
a=0 is a vector given by

Ra
p,q(d) :=

{
0 p > q
dim Span{πp,q(d)ek|p ≤ k ≤ q, |ek| = a(mod m)} p ≤ q
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That is, Ra
p,q(d) is the rank of the matrix (< πp,q(d)ek, el >)k∈Ia(Tp,q),l∈Ia−1(Tp,q) for p ≤ q.

Notice also that, by the previous discussion, Rp,q(d) is constant on the orbit Bm(T ) · d =

Om(ρ; k), where ρ is the m-graded isomorphism type determined by d. So for each m-graded
isomorphism type ρ of T , can define a rank matrix R(ρ) := (Rp,q(ρ))1≤p,q≤n, by R(ρ) := R(dρ).
Equivalently, we have

Ra
p,q(ρ) = #{p ≤ k ≤ q||ek| = a(mod m), k ∈ Uρ, ρ(k) ≤ q}(4.1.1)

Convention: For simplicity, for any ρ ∈ Sm
T and any i ≤ j, the rank matrix of ρi, j ∈ S

m
Ti, j

will be
denoted by (Rp,q(ρi, j))i≤p,q≤ j = (Rp,q(ρ))i≤p,q≤ j.

We now define an (algebraic) partial order on Sm
T as follows:

Definition 4.4. Let ρ′, ρ ∈ Sm
T be any two m-graded isomorphism types of T , we say ρ′ ≤A ρ

or simply ρ′ ≤ ρ, if R(ρ′) ≤ R(ρ), that is Ra
i, j(ρ

′) ≤ Ra
i, j(ρ) for all 1 ≤ i ≤ j ≤ n and a =

0, 1, . . . ,m − 1(mod m). This partial order will be called the algebraic partial order on Sm
T .

Proposition 4.5. For any m-graded isomorphism type ρ of T , we have

Augρm(T ; k) = tρ′∈Sm
T :ρ′≤ρAugρ

′

m (T ; k)(4.1.2)

where the closure is taken in Augm(T ; k). That is, ρ′ ≤G ρ if and only if ρ′ ≤ ρ. Moreover,
the Zariski closure Xρ is set-theoretically defined by the conditions Rp,q(d) ≤ Rp,q(ρ) for all
1 ≤ p < q ≤ n, in Augm(T ; k) = {d|d : C(T ) → C(T ) is a filtration-preserving differential of
degree −1 of the Z/m-graded k-module C(T )}.

As an immediate consequence, we obtain

Corollary 4.6. The ruling decomposition Auga
m(T ; k) = tρ∈NRm

T
Augρm(T ; k) is a Whitney strati-

fication, and for any m-graded normal ruling ρ of T , we have

Augρm(T ; k) = tρ′∈NRm
T :ρ′≤ρAugρ

′

m (T ; k)(4.1.3)

where the closure is taken in Auga
m(T ; k).

To show the proposition, we need the following result. If ρ = (i1 j1) . . . (ik jk) ∈ Sm
T , define

l(ρ) := k, and for each 1 ≤ r ≤ k, we say (ir jr) ∈ ρ.

Lemma 4.7. The algebraic partial order ≤ on S = Sm
T is generated by the following relations:

(1) Given any ρ ∈ S containing two 2-cycles (i j), (i′ j′) (that is, i, i′ ∈ Uρ, j, j′ ∈ Lρ
and ρ(i) = j, ρ(i′) = j) such that i < j < i′ < j′ and µ( j) = µ(i′)(mod m), ρ j,i′ :=
ρ(i j)(i′ j′)(ii′)( j j′) defines a new element in S. Then ρ j,i′ ≤ ρ.

(2) Given any ρ ∈ S containing two 2-cycles (i j), (i′ j′) (that is, i, i′ ∈ Uρ, j, j′ ∈ Lρ
and ρ(i) = j, ρ(i′) = j′) such that i < i′ < j′ < j and µ(i) = µ(i′)(mod m), ρi,i′ :=
ρ(i j)(i′ j′)(i j′)(i′ j) defines a new element in S. Then ρi,i′ ≤ ρ.

(3) Given any ρ ∈ S containing a 2-cycle (i j) and h ∈ Hρ such that h < i and µ(h) =

µ(i)(mod m), ρi↑,h := ρ(i j)(h j) defines a new element in S. Then ρi↑,h ≤ ρ.
(4) Given any ρ ∈ S containing a 2-cycle (i j) and h ∈ Hρ such that h > j and µ(h) =

µ( j)(mod m), ρ j↓,h := ρ(i j)(ih) defines a new element in S. Then ρ j↓,h ≤ ρ.
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(5) Given any ρ ∈ S containing a 2-cycle (i j), ρ−(i j) := ρ(i j) defines a new element in S.
Then ρ−(i j) ≤ ρ.

As an immediate consequence, we obtain:

Corollary 4.8. The partial order ≤ on NRm
T is generated by the following relations:

(1) Given any ρ ∈ NRm
T containing two 2-cycles (i j), (i′ j′) (that is, i, i′ ∈ Uρ, j, j′ ∈ Lρ

and ρ(i) = j, ρ(i′) = j) such that i < j < i′ < j′ and µ( j) = µ(i′)(mod m), ρ j,i′ :=
ρ(i j)(i′ j′)(ii′)( j j′) defines a new element in NRm

T . Then ρ j,i′ ≤ ρ.
(2) Given any ρ ∈ NRm

T containing two 2-cycles (i j), (i′ j′) (that is, i, i′ ∈ Uρ, j, j′ ∈ Lρ
and ρ(i) = j, ρ(i′) = j′) such that i < i′ < j′ < j and µ(i) = µ(i′)(mod m), ρi,i′ :=
ρ(i j)(i′ j′)(i j′)(i′ j) defines a new element in NRm

T . Then ρi,i′ ≤ ρ.

Assuming Lemma 4.7, we can show Proposition 4.5.

Proof of Proposition 4.5. One direction is easy. We have seen that Xρ is a disjoint union of
some Xρ′’s. Notice also that the conditions Rp,q(d) ≤ Rp,q(ρ) can be expressed in terms of
the vanishing of certain minors of (< dei, e j >)1≤i, j≤n, so the conditions hold on Xρ (which is
automatic) implies that the same conditions also hold on Xρ. It follows that, Xρ′ ⊂ Xρ implies
Rp,q(ρ′) ≤ Rp,q(ρ). In other words, ρ′ ≤G ρ⇒ ρ′ ≤ ρ.

On the other hand, suppose ρ′ ≤ ρ, we want to show Xρ′ ⊂ Xρ. By Lemma 4.7, it suffices to
consider the case when ρ′ = ρi is a m-graded isomorphism type obtained from ρ, as in Lemma
4.7.(i), for some 1 ≤ i ≤ 5.
Case 1: Suppose ρ′ = ρ j,i′ is obtained from ρ as in Lemma 4.7.(1). That is, ρ contains two
cycles (i j), (i′ j′) such that i < j < i′ < j′ and µ( j) = µ(i′)(mod m), and ρ′ = ρ(i j)(i′ j′)(ii′)( j j′),
viewed as an element of S n. Consider the embedding of the affine line d : k → Augm(T ; k),
given by t → dt := dρ′ + tEi, j − tEi′, j′ . Here for all 1 ≤ p ≤ q ≤ n, we define Ep,q to be
the map Ep,q : C(T ) → C(T ), with Ep,q(el) = 0 for l , p, and Ep,q(ep) = eq. Recall that
dρ′ : C(T ) → C(T ) is the canonical differential determined by ρ′. It’s then easy to see that
(C(T ), dt) is indeed a Z/m-graded filtered complex, so the map d is well-defined.

For t = 0, d0 = dρ′ . For t , 0, dt is Bm(T )-conjugate to dρ. In fact, define ϕt ∈ Bm(T ) as
follows: Denote ẽp = ϕ−1

t (ep) for 1 ≤ p ≤ n, then take ẽi := ei, ẽ j := te j + ei′ , ẽi′ := ei′ , ẽ j′ :=
−te j′ , and ẽp := ep for p , i, j, i′, j′. It follows that dtẽi = dρ′(ei) + te j = ei′ + te j = ẽ j = ẽρ(i),
dtẽi′ = dρ′(ei′) − te j′ = −te j′ = ẽ j′ = ẽρ(i′). Similarly, dtẽp = ẽρ(p) for p ∈ Uρ − {i, i′}, and dtẽp = 0
for all the remaining cases. In other words, ϕt · dt = dρ as desired.

As a consequence, dt ∈ Xρ = Bm(T ) · dρ ⊂ Xρ for t , 0. Hence, d0 = dρ′ ∈ Xρ. Since Xρ is
Bm(T )-invariant, we have Xρ′ = Bm(T ) · dρ′ ⊂ Xρ.
Case 2: Suppose ρ′ = ρi,i′ is obtained from ρ as in Lemma 4.7.(2). That is, ρ contains two
cycles (i j), (i′ j′), with i < i′ < j′ < j and µ(i) = µ(i′)(mod m), and ρ′ = ρ(i j)(i′ j′)(i j′)(i′ j),
viewed as an element of S n. Consider the embedding of the affine line d : k → Augm(T ; k),
given by t → dt := dρ′ + tEi′, j′ . It’s easy to check that d is well-defined.

For t = 0, d0 = dρ′ . For t , 0, dt is Bm(T )-conjugate to dρ. In fact, define ϕt ∈ Bm(T )
as follows: Denote ẽp = ϕ−1

t (ep), then take ẽi := ei − t−1ei′ , ẽ j′ := te j′ + e j, ẽ j := −t−1e j, and
ẽp = ep for p , i, j′, j. It follows that dt(ẽi) = dρ′(ei − t−1ei′) − e j′ = −t−1e j = ẽ j = ẽρ(i),
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dt(ẽi′) = dρ′(ei′) + te j′ = ẽ j′ = ẽρ(i′). Similarly, dtẽp = ẽρ(p) for p ∈ Uρ − {i, i′}, and dtẽp = 0 for
all the remaining cases. In other words, ϕt · dt = dρ as desired.

Now, as in Case 1, a similar argument shows that Xρ′ ⊂ Xρ.
Case 3: Suppose ρ′ = ρi↑,h is obtained from ρ as in Lemma 4.7.(3). That is, ρ contains a cycle
(i j) and h ∈ Hρ, such that h < i < j and µ(h) = µ(i)(mod m), and ρ′ = ρ(i j)(h j), viewed as
an element of S n. Consider the embedding of the affine line d : k → Augm(T ; k), given by
t → dt := dρ′ + tEi, j. It’s easy to see that d is well-defined.

For t = 0, d0 = dρ′ . For t , 0, dt is Bm(T )-conjugate to dρ. In fact, define ϕt ∈ Bm(T ) as
follows: Denote ẽp = ϕ−1

t (ep), then take ẽh := eh − t−1ei, ẽ j := te j, and ẽp := ep for p , h, j. It
follows that dtẽh = 0, dtẽi = dρ′(ei) + te j = ẽ j = ẽρ(i). Similarly, dtẽp = ẽρ(p) for p ∈ Uρ − {i}, and
dtẽp = 0 for all the remaining cases. In other words, ϕt · dt = dρ as desired.

Now, as in Case 1, a similar argument shows that Xρ′ ⊂ Xρ.
Case 4: Suppose ρ′ = ρ j↓,h is obtained from ρ as in Lemma 4.7.(4). That is, ρ contains a cycle
(i j) and h ∈ Hρ, such that i < j < h and µ( j) = µ(h)(mod m), and ρ′ = ρ(i j)(ih), viewed as
an element of S n. Consider the embedding of the affine line d : k → Augm(T ; k), given by
t → dt := dρ′ + tEi, j. It’s easy to see that d is well-defined.

For t = 0, d0 = dρ′ . For t , 0, dt is Bm(T )-conjugate to dρ. In fact, define ϕt ∈ Bm(T ) as
follows: Denote ẽp = ϕ−1

t (ep), then take ẽ j := te j + eh, and ẽp := ep for p , j. It follows that
dtẽi = dρ′(ei) + te j = ẽ j = ẽρ(i). Similarly, dtẽp = ẽρ(p) for p ∈ Uρ − {i}, and dtẽp = 0 for all the
remaining cases. In other words, ϕt · dt = dρ as desired.

Now, as in Case 1, a similar argument shows that Xρ′ ⊂ Xρ.
Case 5: Suppose ρ′ = ρ−(i j) is obtained from ρ as in Lemma 4.7.(5). That is, ρ contains a cycle
(i j) and ρ′ = ρ(i j), viewed as an element of S n. Consider the embedding of the affine line
d : k → Augm(T ; k), given by t → dt := dρ′ + tEi, j. It’s easy to see that d is well-defined.

For t = 0, d0 = dρ′ . For t , 0, dt is clearly Bm(T )-conjugate to dρ. Thus, as in Case 1, a
similar argument shows that Xρ′ ⊂ Xρ.

This finishes the proof of Proposition 4.5.
�

It suffices to show Lemma 4.7. For that purpose, we need some preparation. To modify
the techniques in [Rot09] to our cases, we give another equivalent description of the algebraic
partial order in Definition 4.4.

Fix the trivial Legendrian tangle (T, µ) of n parallel strands. As usual, label the strands from
top to bottom by 1, 2, . . . , n.

Definition 4.9. A m-graded word (of length n) associated to T is a sequence of n letters W =

w1 . . .wn, with wi ∈ {0, 1, . . . , n}, such that µ(wi) = µ(i) + 1(mod m) if wi , 0. Denote by Wm(T )
the set of all m-graded words associated to T .
Given a m-graded word W = w1 . . .wn, define the [i, j] sub-word to be the word wi . . .w j.

Remark 4.10. Any m-graded isomorphism type ρ of T can be identified with a m-graded word
Wρ = w1 . . .wn of T , via w j := ρ−1( j) for j ∈ Lρ and w j := 0 otherwise. We will always use this
identification.
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Conversely, a m-graded word W is a m-graded isomorphism type if and only if: W has no
repeated nonzero letter, and w j = i > 0 implies that i < j and wi = 0.
Moreover, for any m-graded isomorphism type ρ, the rank matrix can alternatively be expressed
in terms of the corresponding word Wρ = w1 . . .wn. That is, for all 1 ≤ p ≤ q ≤ n have

Ra
p,q(ρ) = #{p ≤ k ≤ q|wk ≥ p, µ(wk) = a(mod m)}(4.1.4)

= #({1 ≤ k ≤ q|wk ≥ p}a−1)

where we have used the notation in Definition 4.2, and the fact that wk < k for all 1 ≤ k ≤ n.

Definition 4.11. Given 2 m-graded words V = v1 . . . vn and W = w1 . . .wn of T , we say V ≤ W
or W covers V , if for each 1 ≤ l ≤ n, there exists a m-graded permutation σl of {1, 2, . . . , l} (that
is, µ(σ(k)) = µ(k)(mod m) for 1 ≤ k ≤ l), such that vk ≤ wσl(k) for all 1 ≤ i ≤ l. In this case, we
say the set {v1, . . . , vl} is covered by the set {w1, . . . ,wl} such that wσl(k) covers vk. We call the
sequence σ1, . . . , σn that demonstrates V ≤ W a covering sequence.
By definition, the set Wm(T ) is then equipped with a partial order.

Claim: For any 2 m-graded isomorphism types ρ′, ρ of T , we have ρ′ ≤A ρ if and only if Wρ

covers Wρ′ .

Proof of Claim. If Wρ = w1 . . .wn covers Wρ′ = w′1 . . .w
′
n, and σ1, . . . , σn is a covering se-

quence. In particular, wk < k, vk < k, and w′k ≤ wσq(k) for all 1 ≤ k ≤ q ≤ n. Then by Remark
4.10, for each a = 0, 1, . . . ,m − 1(mod m) and 1 ≤ p ≤ q ≤ n, have

Ra
p,q(ρ) = #({1 ≤ k ≤ q|wk ≥ p}a−1)

= #({1 ≤ k ≤ q|wσq(k) ≥ p}a−1)

≥ #({1 ≤ k ≤ q|w′k ≥ p}a−1)
= Ra

p,q(ρ′)

Hence, ρ′ ≤A ρ.
Conversely, if ρ′ ≤A ρ, by the same formula as above, for each fixed a = 0, 1, . . . ,m −

1(mod m), we see that #{1 ≤ k ≤ q|w′k ≥ p}a ≤ #{1 ≤ k ≤ q|wk ≥ p}a for all 1 ≤ p ≤ q ≤ n.
Clearly, we can take m-graded permutations τq, τ

′
q of {1, . . . , q} such that wτq(i) ≤ wτq( j) (resp.

w′
τ′q(i) ≤ w′

τ′q( j)), whenever i < j and µ(i) = µ( j)(mod m). It suffices to show that w′
τ′q(p) ≤ wτq(p)

for all 1 ≤ p ≤ q ≤ n, as σq := τq ◦ (τ′q)−1 will then form a covering sequence.
In fact, assume {k|1 ≤ k ≤ q}a = {k1 < k2 . . . < kl}. For any 1 ≤ i ≤ l, say w′

τ′q(ki)
= p

for some 0 ≤ p ≤ n, we need to show w′
τ′q(ki)

≤ wτq(ki). The case p = 0 is trivial, so we can
assume 1 ≤ p ≤ n. Then Ra+1

p,q (ρ′) = #{1 ≤ t ≤ l|w′kt
≥ p} ≥ l − i + 1. It follows that

Ra+1
p,q (ρ) = #{1 ≤ t ≤ l|wkt ≥ p} ≥ l − i + 1, hence wτq(ki) ≥ p = w′

τ′q(ki)
. �

Suppose V = v1 . . . vn,W = w1 . . .wn are two m-graded words with no repeated nonzero
letters of T , such that V ≤ W. There’s a standard covering sequence that demonstrates V ≤ W.
The construction is defined in terms of a collection of subsets {Aa

i , B
a
i ,C

a
i } of I(T ) associated to

V,W, for 0 ≤ i ≤ n and a = 0, 1, . . . ,m − 1(mod m):
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Definition 4.12. Define Aa
0 = Ba

0 = Ca
0 := ∅. Ba

i := ({v1, v2, . . . , vi} − {0})a. Define Aa
i ,C

a
i

inductively, such that ({w1, . . . ,wi} − {0})a = Aa
i tCa

i and |Aa
i | = |B

a
i |:

If Ba
i = Ba

i−1, i.e. vi = 0 or µ(vi) , a(mod m), then Aa
i := Aa

i−1 and Ca
i := (Ca

i−1 ∪ {wi} − {0})a.
Otherwise, Ba

i = Ba
i−1 ∪ {vi}, i.e. vi , 0 and µ(vi) = a(mod m), so µ(wi) = a(mod m) if wi , 0.

Denote ma
i := max(Ca

i−1 ∪ {wi} − {0}), then Aa
i := Aa

i−1 ∪ {m
a
i }, and Ca

i := Ca
i−1 ∪ {wi} − {0} − {ma

i }.
Note: ma

i exists. Otherwise, wi = 0 and Ca
i−1 = ∅, it follows that |({v1, . . . , vi} − {0})a| = |Ba

i | >
|Ba

i−1| = |Aa
i−1| = |({w1, . . . ,wi} − {0})a| = |({wτi(1), . . . ,wτi(i)} − {0})

a|, where τi is a m-graded
permutation of {1, 2, . . . , i} such that vk ≤ wτi(k) for all 1 ≤ k ≤ i, coming from a covering
sequence showing V ≤ W. This is a contradiction.

As a direct generalization of [Rot09, Lem.4], we have:

Lemma 4.13. Let V ≤ W be 2 m-graded words with no repeated nonzero letters of T , and let
Aa

i , B
a
i ,C

a
i be the subsets associated to V,W as in Definition 4.12. Suppose |Aa

i | = |Ba
i | = ja.

Then for all 1 ≤ k ≤ ja, the k-th largest letter of Aa
i is no less than the k-th largest letter of

Ba
i . In particular, the sets Aa

i , B
a
i ,C

a
i induce a covering showing V ≤ W, with the k-th largest

letter of Aa
i covers the largest k-th letter of Ba

i , the letters of Ca
i and the remaining zeroes of

{w1, . . . ,wi} cover zeroes of {v1, . . . , vi}.

Proof. The proof is similar to that in [Rot09, Lem.4]. Clearly, the second statement follows
from the first. We show the first statement by induction on i. The case i = 0 is trivial. Assume
the statement for i − 1, to show the result for i. Suppose that the elements of Aa

i−1, B
a
i−1 are

a1 > a2 > . . . > a ja−1 and b1 > b2 > . . . > b ja−1 respectively, so by induction, have al ≥ bl

for all 1 ≤ l ≤ ja − 1. If Ba
i = Ba

i−1, then Aa
i = Aa

i−1, the induction procedure is immediate.
Now, suppose that a∗, b∗ are the new letters added to Aa

i−1, B
a
i−1 to obtain Aa

i , B
a
i respectively,

then ak > a∗ > ak+1 for some 0 ≤ k ≤ ja − 1. Recall that a∗ = max(Ca
i−1 ∪ {wi} − {0}), so

a1 > a2 > . . . > ak > a∗ are the k + 1 largest elements in ({w1, . . . ,wi} − {0})a. As V ≤ W, by
definition we have vt ≤ wτi(t) for all 1 ≤ t ≤ i, for some m-graded permutation τi of {1, 2, . . . , i}.
It follows that a1 > a2 > . . . > ak > a∗ must cover (means “≥”) the k + 1 largest elements in
({v1, . . . , vi} − {0})a = Ba

i . Now, the remaining ja − k − 1 elements ak+1 > . . . > a ja−1 of Aa
i cover

the ja − k − 1 smallest elements bk+1 > . . . > b ja−1 of Ba
i−1, which clearly cover the ja − k − 1

smallest elements of Ba
i , as Ba

i1
⊂ Ba

i . As a consequence, Aa
i covers Ba

i . �

Corollary 4.14. Suppose V = v1 . . . vn ≤ W = w1 . . .wn are two m-graded words with no
repeated nonzero letters of T , such that |({wi, . . . ,w j} − {0})a| > |({vi, . . . , v j} − {0})a|. Then there
exists a nonzero letter wk with i ≤ k ≤ j, such that wk ∈ Ca

j . In fact, wk ∈ Ca
m for all k ≤ m ≤ j,

hence, there’s a covering of the set {v1, . . . , vm} by the set {w1, . . . ,wm} such that wk covers a
zero.

Proof. By definition, |Ca
j \ Ca

i−1| = |({wi, . . . ,w j} − {0})a| − |({vi, . . . , v j} − {0})a| > 0. So there
exists some wk ∈ Ca

j \ Ca
i−1. However, notice that Ca

l \ Ca
l−1 ⊂ ({wl} − {0})a for all 1 ≤ l ≤ n,

so Ca
j \ Ca

i−1 ⊂ ({wi, . . . ,w j} − {0})a. It follows that i ≤ k ≤ j and wk , 0. This shows the first
statement. For the second statement, clearly wk < Ca

k−1, so there exists some l with k ≤ l ≤ j,
such that wk ∈ Ca

l , . . . ,C
a
j but wk < Ca

l−1. But Ca
l \C

a
l−1 ⊂ {wl}−{0}, it follows that wk = wl, hence

k = l, that is wk ∈ Ca
k , . . . ,C

a
j . Now, the second statement follows from the previous lemma. �
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Finally, we’re able to show Lemma 4.7.

Proof of Lemma 4.7. Clearly, for each of the five cases in the lemma, the corresponding partial
order relation holds. It suffices to show that the algebraic partial order on Sm

T is generated by
the five relations. That is, given ρ ∈ Sm

T , for any ρ′ ∈ Sm
T such that ρ′ < ρ, then ρ′ ≤ ρi, where ρi

is some m-graded isomorphism type in Sm
T , constructed from ρ via one of the five cases in the

lemma.
Denote by Wρ = w1 . . .wn,Wρ′ = w′1 . . .w

′
n the m-graded words of T corresponding to ρ, ρ′

respectively.
Case 1: If Ua

ρ , Ua
ρ′ . Notice that, Ua

ρ = ({w1, . . . ,wn} − {0})a and Ua
ρ′ = ({w′1, . . . ,w

′
n} − {0})

a.
Moreover, Wρ′ < Wρ implies that |Ua

ρ′ | ≤ |U
a
ρ |. It follows that Ua

ρ is not a subset of Ua
ρ′ . Let

j = wi be the smallest element of Ua
ρ such that, for some covering sequence showing Wρ′ < Wρ,

j always covers letters strictly less than itself.
Note: Any letter w ∈ Ua

ρ − Ua
ρ′ must cover letters strictly less than itself (if w covers some w′,

then w′ = 0, or w′ ∈ Ua
ρ′ and w′ ≤ w, hence w′ < w as w < Ua

ρ′). In particular, j is well-defined.

Now, for any l < j such that l = 0 or µ(l) = a = µ( j)(mod m), let Zl = zl
1 . . . z

l
n be the m-

graded word defined by zl
i = l < j = wi and zl

p = wp for p , i. In general, Zl is not a m-graded
isomorphism type, but only an element in Wm(T ). By definition, we have Zl < W, and Zk < Zl

in Wm(T ) for any k < l < j such that k = 0 or µ(k) = µ(l) = a(mod m).
Define s to be the maximal letter in Ua

ρ′ ∪ {0} such that s < j. Then by definition of j = wi,
we have Wρ′ ≤ Z s. Now, define k to be the smallest letter in {p|0 < p < j}a ∪ {0}, such that
Wρ′ ≤ Zk < Wρ in Wm(T ). Clearly, k ≤ s < j, and by definition, this is equivalent to the
following
Property: There’s some covering sequence showing Wρ′ < Wρ such that j = wi covers no letter
> k; And for every covering sequence, j must cover a letter ≥ k at some point.
Case 1.1: If k = 0 or k ∈ Hρ. Then, Zk defines a m-graded isomorphism type of T , with
Zk = ρ−( ji) or ρ j↑,k, as in Lemma 4.7.(5) or (3). It follows that Wρ′ ≤ Zk < Wρ, or equivalently,
ρ′ ≤ Zk < ρ, which shows Lemma 4.7. Similarly, for any k < c < j such that µ(c) = a(mod m),
if c ∈ Ha

ρ , then Zc defines a m-graded isomorphism type of T , with Zc = ρ j↑,c as in Lemma
4.7.(3), and Wρ′ ≤ Zc < Wρ, we’re done.
From now on, we may assume k > 0 and Ha

ρ ∩ {k, . . . , j − 1} = ∅. Then k ∈ Ua
ρ ∪ La

ρ.

Case 1.2: If k ∈ Ua
ρ . So k = wm < j for some m ∈ La−1

ρ . It follows that k ∈ Ua
ρ′ , otherwise there

exists some covering sequence showing Wρ′ < Wρ such that k = wm always covers letters less
than itself, contradicting the fact that j is the minimal letter in Ua

ρ with this property.
If m < i. By the definition of k (see Property), there’s some covering sequence σ1, . . . , σn

showing Wρ′ ≤ Wρ, such that j = wi always covers letters ≤ k. Moreover, for some l ≥ i,
{w1, . . . ,wl} covers {w′1, . . . ,w

′
l} via σl such that j = wi covers a letter k. As m < i, k = wm

covers some a ≤ k in {w′1, . . . ,w
′
l} via σl. But k appears at most once in Wρ′ , a < k. Now,

modify σl so that k = wm covers k and j = wi covers a < k, we then obtain a new covering
sequence. Repeat this procedure, in the end we obtain a covering sequence where j = wi only
covers letters < k, contradicting the definition of k (see Property).
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Hence, i < m. Define a m-graded word Z = z1 . . . zn, by zi = k = wm, zm = j = wi and zp = wp

for p , i,m. Clearly, Z defines a m-graded isomorphism type Z = ρk, j as in Lemma 4.7.(2), so
Z < Wρ. Also, Zk < Z since zk

p = wp = zp for p , i,m, and zk
i = k = zi, zk

m = wm = k < j = zm.
Hence, Wρ′ ≤ Zk < Z < Wρ, which implies that ρ′ < Z < ρ, as desired.
Case 1.3: If k ∈ La

ρ. If k ∈ Lρ′ as well. Then the word Wρ′ does not contain the letter k. By
the definition of k (Property), there’s a covering sequence showing Wρ′ < Wρ, such that j = wi

covers letters ≤ k, hence letters < k. This contradicts the definition of k (Property). Thus, we
must have k < Lρ′ , equivalently, w′k = 0.

Consider the [k, j−1] sub-words of Wρ,Wρ′ . Recall that, we may assume that Ha
ρ∩{k, . . . , j−

1} = ∅. For any k ≤ c ≤ j − 1, if c ∈ Ua
ρ , then c ∈ Ua

ρ′ . Otherwise, c < j and c ∈ Ua
ρ − Ua

ρ′

contradicts the definition of j, as in any covering sequence showing Wρ′ < Wρ, the letter c in Wρ

must cover letters less than itself in Wρ′ . Therefore, for any k ≤ c ≤ j−1, if c ∈ La
ρ′ (equivalently,

w′c , 0 and µ(c) = a(mod m)), then c < Ua
ρ , which implies that c ∈ La

ρ (equivalently, wc , 0)
by the previous assumption. Notice also that wk , 0, µ(k) = a(mod m) but w′k = 0. As a
consequence, |({wk, . . . ,w j−1}−{0})a+1| > |({w′k, . . . ,w

′
j−1}−{0})

a+1|. Since k ∈ La
ρ, the word Zk has

no repeated nonzero letters, and by definition of Zk, |({zk
k, . . . , z

k
j−1} − {0})

a+1| = |({wk, . . . ,w j−1} −

{0})a+1| > |({w′k, . . . ,w
′
j−1} − {0})

a+1|. Notice also that Wρ′ < Zk. Thus, by Corollary 4.14, there
exists a nonzero letter zk

l = wl in Zk with k ≤ l ≤ j− 1, such that zk
l ∈ Ca+1

j−1 . Here Ca+1
j−1 is a subset

of I(T ) associated to Wρ′ < Zk as in Definition 4.12.
Define a new m-graded word Z∗ = z∗1 . . . z

∗
n from Zk, via z∗p = zk

p for p , l, j, and z∗l = zk
j(=

w j = 0), z∗j = zk
l = wl. By construction of Z∗, it follows from Corollary 4.14 and Wρ′ < Zk

that Wρ′ ≤ Z∗ < Zk < Wρ. Now, we construct a new m-graded word Z = z1 . . . zn from Wρ,
via zp = wp for p , l, j, i, and zl = 0 = w j, z j = wl, zi = l < j = wi. Clearly, zp ≥ z∗p for
all 1 ≤ p ≤ n, so Wρ′ ≤ Z∗ ≤ Z. Notice also that Z defines a m-graded isomorphism type via
Z = ρl, j, as in Lemma 4.7.(1). Hence, ρ′ ≤ ρl, j < ρ, as desired.

Apply Case 1 repeatedly, we can assume from now on Ua
ρ = Ua

ρ′ for all a = 0, . . . ,m −
1(mod m).
Case 2: If La

ρ , La
ρ′ . Notice that |La

ρ| = |U
a+1
ρ | = |U

a+1
ρ′ | = |L

a
ρ′ |, so there exists some i ∈ La

ρ′ − La
ρ.

Then i < Ua
ρ′ = Ua

ρ . Thus, i ∈ Ha
ρ . It follows that w′i , 0 and wi = 0. As Wρ′ < Wρ, we have

|({w1, . . . ,wi−1}− {0})a+1| = |({w1, . . . ,wi}− {0})a+1| ≥ |({w′1, . . . ,w
′
i}− {0})

a+1| = |({w′1, . . . ,w
′
i−1}−

{0})a+1| + 1. So by Corollary 4.14, there exists some nonzero letter wl ∈ Ca+1
i−1 with 1 ≤ l ≤ i − 1.

Here Ca+1
i−1 is a subset of I(T ) associated to Wρ′ < Wρ, as in Definition 4.12. Now, define a new

m-graded word Z = z1 . . . zn from Wρ, via zp = wp for p , l, i, and zl = 0 = wi, zi = wl. In other
words, Z defines a m-graded isomorphism type Z = ρl↓,i, as in Lemma 4.7.(4). In particular,
Z < Wρ. Moreover, by construction of Z, it follows from Corollary 4.14 and Wρ′ < Wρ that
Wρ′ ≤ Z < Wρ, as desired.
Case 3: Apply Cases 1 and 2, we can now assume Ua

ρ = Ua
ρ′ and La

ρ = La
ρ′ for all a = 0, . . . ,m−

1(mod m). It follows also that Ha
ρ = Ha

ρ′ . In this case, the lemma follows from Claim 1 below.
�

Claim 1: Given ρ′ < ρ in the set Sm
T of m-graded isomorphism types on T , such that Uρ′ =

Uρ, Lρ′ = Lρ, then ρ′ ≤ ρi, for some ρi constructed from ρ via Lemma 4.7.(1)-(4).
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To show Claim 1, we need:
Claim 2: If ρ′, ρ ∈ Sm

T satisfy that ρ′ < ρ and R1,n(ρ′) ≤ R1,n(ρ) − 1a, then ρ′ ≤ ρ5 = ρ−(i j), for
some 2-cycle (i j) contained in ρ such that µ(i) = a(mod m). Here 1a is the vector with only one
nonzero entry, which is 1 at the a-th slot, for some a = 0, 1, . . . ,m − 1(mod m).

Proof of Claim 2. We prove Claim 2 by induction on n = dimC(T ), which is the number of
strands in T . The claim is trivial if dimC(T ) = 2. Assume the claim holds for the case
dimC(T ) = n − 1, and consider the case dimC(T ) = n.
1. If n < Lρ, Lρ′ (resp. 1 < Uρ,Uρ′). By symmetry, it suffices to consider the case n < Lρ, Lρ′ ,
that is, n ∈ Hρ,Hρ′ , then R1,n−1(ρ′1,n−1) = R1,n(ρ′) ≤ R1,n(ρ) − 1a = R1,n−1(ρ1,n−1) − 1a and
ρ′1,n−1 < ρ1,n−1 in Sm

T1,n−1
. By induction, there’s a 2-cycle (i j) ∈ ρ1,n−1 such that ρ′1,n−1 ≤ (ρ1,n−1)−(i j),

and µ(i) = a(mod m). Then ρ′ ≤ ρ5 := ρ−(i j). In fact, for q < n, have Rp,q(ρ′) = Rp,q(ρ′1,n−1) ≤
Rp,q((ρ1,n−1)−(i j)) = Rp,q(ρ−(i j)); It follows that Rp,n(ρ′) = Rp,n−1(ρ′) ≤ Rp,n−1(ρ) = Rp,n(ρ).
2. If n < Lρ′ and n ∈ Lρ (resp. 1 < Uρ′ and 1 ∈ Uρ). Again, by symmetry, it suffices to consider
the case n < Lρ′ , n ∈ Lρ. Then n ∈ Hρ′ and ρ contains a 2-cycle of the form (kn) for some k < n.
Let b := µ(k)(mod m).
2.1. If b = a(mod m). Then µ(k) = a(mod m). Moreover, ρ′ ≤ ρ5 := ρ−(kn). In fact, for q < n, have
Rp,q(ρ−(kn)) = Rp,q(ρ) ≥ Rp,q(ρ′); it follows that Rp,n(ρ−(kn)) = Rp,n−1(ρ−(kn)) ≥ Rp,n−1(ρ′) = Rp,n(ρ′)
as n < Lρ′ .
2.2. If b , a(mod m). Then R1,n−1(ρ1,n−1) = R1,n−1(ρ) ≥ R1,n−1(ρ′) = R1,n−1(ρ′1,n−1), and
R1,n−1(ρ1,n−1) = R1,n(ρ)−1b ≥ R1,n(ρ′)+1a−1b = R1,n−1(ρ′1,n−1)+1a−1b implies that Ra

1,n−1(ρ1,n−1) ≥
Ra

1,n−1(ρ′1,n−1) + 1. Hence, R1,n−1(ρ′1,n−1) ≤ R1,n−1(ρ1,n−1) − 1a and ρ′1,n−1 < ρ1,n−1 in Sm
T1,n−1

. By in-
duction, ρ1,n−1 contains a 2-cycle (i j) such that ρ′1,n−1 ≤ (ρ1,n−1)−(i j) and µ(i) = a(mod m). Then
ρ′ ≤ ρ5 := ρ−(i j). In fact, for q < n, have Rp,q(ρ′) = Rp,q(ρ′1,n−1) ≤ Rp,q((ρ1,n−1)−(i j)) = Rp,q(ρ−(i j)); It
follows that Rp,n(ρ′) = Rp,n−1(ρ′) ≤ Rp,n−1(ρ−(i j)) ≤ Rp,n(ρ−(i j)).
3. If n ∈ Lρ′ and 1 ∈ Uρ′ , and (1n) ∈ ρ′. Let b := µ(1) = µ(n) + 1(mod m). By the convention
in Definition 4.3, recall that the rank matrix of ρ2,n (resp. ρ′2,n) is denoted by (Rp,q(ρ2,n))2≤p,q≤n

(resp. (Rp,q(ρ′2,n))2≤p,q≤n). Then R2,n(ρ′2,n) = R2,n(ρ′) = R1,n(ρ′) − 1b ≤ R1,n(ρ) − 1a − 1b ≤

R2,n(ρ) − 1a = R2,n(ρ2,n) − 1a and ρ′2,n < ρ2,n in Sm
T2,n

. By induction, ρ2,n contains a 2-cycle (i j)
such that ρ′2,n ≤ (ρ2,n)−(i j) and µ(i) = a(mod m). Then ρ′ ≤ ρ5 := ρ−(i j). In fact, for p > 1, have
Rp,q(ρ−(i j)) = Rp,q((ρ2,n)−(i j)) ≥ Rp,q(ρ′2,n) = Rp,q(ρ′); for q < n, have R1,q(ρ−(i j)) ≥ R2,q((ρ2,n)−(i j)) ≥
R2,q(ρ′2,n) = R1,q(ρ′); R1,n(ρ−(i j)) = R1,n(ρ) − 1a ≥ R1,n(ρ′).
4. If n ∈ Lρ′ and 1 ∈ Uρ′ , and (1n) < ρ′. Let b := µ(n) + 1(mod m).
4.1. If a , b(mod m). Then R1,n−1(ρ′1,n−1) = R1,n−1(ρ′) = R1,n(ρ′) − 1b ≤ R1,n(ρ) − 1a − 1b ≤

R1,n−1(ρ1,n−1) − 1a, and ρ′1,n−1 < ρ1,n−1 in Sm
T1,n−1

. By induction, ρ1,n−1 contains a 2-cycle (i j) such
that ρ′1,n−1 ≤ (ρ1,n−1)−(i j) and µ(i) = a(mod m). Then ρ′ ≤ ρ5 := ρ−(i j). In fact, for q < n, have
Rp,q(ρ′) = Rp,q(ρ′1,n−1) ≤ Rp,q((ρ1,n−1)−(i j)) = Rp,q(ρ−(i j)); It follows that, for x , b(mod m), have
Rx

p,n(ρ′) = Rx
p,n−1(ρ′) ≤ Rx

p,n−1(ρ−(i j)) ≤ Rx
p,n(ρ−(i j)); Rb

p,n(ρ′) ≤ Rb
p,n(ρ) = Rb

p,n(ρ−(i j)) as µ(i) = a ,
b(mod m).
4.2. If a = b(mod m) and n < Lρ. Then R1,n−1(ρ′1,n−1) = R1,n−1(ρ′) = R1,n(ρ′) − 1a ≤ R1,n(ρ) − 2 ·
1a = R1,n−1(ρ1,n−1) − 2 · 1a, and ρ′1,n−1 < ρ1,n−1 in Sm

T1,n−1
. We can apply the inductive hypothesis
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twice. Hence, by induction, ρ1,n−1 contains two distinct 2-cycles (i j), (i′ j′) such that ρ′1,n−1 ≤

((ρ1,n−1)−(i j))
−
(i′ j′) < (ρ1,n−1)−(i j) and µ(i) = µ(i′) = a(mod m). Say i < i′, then ρ′ ≤ ρ5 := ρ−(i j). In

fact, for q < n, have Rp,q(ρ′) = Rp,q(ρ′1,n−1) ≤ Rp,q(((ρ1,n−1)−(i j))
−
(i′ j′)) = Rp,q((ρ−(i j))

−
(i′ j′)) ≤ Rp,q(ρ−(i j));

It follows that Rp,n(ρ′) ≤ Rp,n−1(ρ′) + 1a ≤ Rp,n−1((ρ−(i j))
−
(i′ j′)) + 1a = Rp,n−1(ρ−(i j)) if p ≤ i′; If

p > i′ > i, have Rp,n(ρ′) ≤ Rp,n(ρ) = Rp,n(ρ−(i j)).
4.3. If a = b(mod m) and n ∈ Lρ. Then R1,n−1(ρ′1,n−1) = R1,n−1(ρ′) = R1,n(ρ′) − 1a ≤ R1,n(ρ) − 2 ·
1a = R1,n−1(ρ1,n−1) − 1a, and ρ′1,n−1 < ρ1,n−1 in Sm

T1,n−1
. By induction, ρ1,n−1 contains a 2-cycle (i j)

such that ρ′1,n−1 ≤ (ρ1,n−1)−(i j) and µ(i) = a(mod m). Then ρ′ ≤ ρ5 := ρ−(i j). In fact, for q < n, have
Rp,q(ρ′) = Rp,q(ρ′1,n−1) ≤ Rp,q((ρ1,n−1)−(i j)) = Rp,q(ρ−(i j)); It follows that Rp,n(ρ′) ≤ Rp,n−1(ρ′) + 1a ≤

Rp,n−1(ρ−(i j)) + 1a = Rp,n(ρ−(i j)).
This finishes the proof of Claim 2. �

Now, we can prove Claim 1.

Proof of Claim 1. We prove the claim by induction on n = dimC(T ). The first nontrivial case is
n = 4, when ρ′ = (13)(24) < ρ = (12)(34) or ρ′ = (13)(24) < ρ = (14)(23). In the first situation,
we have ρ′ = ρ1 := ρ2,3, where ρ2,3 is defined as in Lemma 4.7.(1); In the second situation, we
have ρ′ = ρ2 := ρ1,2, where ρ1,2 is defined as in Lemma 4.7.(2). Hence the claim holds. Assume
the Lemma holds for dimC(T ) = n − 1. Consider the case dimC(T ) = n.
1.If n < Lρ. Then n ∈ Hρ,Hρ′ , we can identify ρ, ρ′ with ρ1,n−1, ρ

′
1,n−1 via the inclusion S n−1 ↪→

S n of symmetry groups. Now, we have, Uρ′1,n−1
= Uρ1,n−1 , Lρ′1,n−1

= Lρ1,n−1 , and ρ′1,n−1 < ρ1,n−1 in
Sm

T1,n−1
. By induction, ρ′1,n−1 ≤ (ρ′1,n−1)i for some 1 ≤ i ≤ 4 and some (ρ′1,n−1)i constructed from

ρ1,n−1 via case (i) in Lemma 4.7. It follows that ρ′ ≤ ρi, where ρi is identified with (ρ1,n−1)i via
the inclusion S n−1 ↪→ S n, hence is constructed from ρ via Lemma 4.7.(i).
2. If (kn) ∈ ρ and (kn) < ρ′ for some k < n. Let a = µ(k) = µ(n) + 1(mod m). Since
Uρ = Uρ′ , Lρ = Lρ′ , we have k ∈ Ua

ρ′ . Then k < Uρ1,n−1 and k ∈ Uρ′1,n−1
. It follows that

Rk+1,n−1(ρ′k+1,n−1) = Rk+1,n−1(ρ′) = Rk,n−1(ρ′) − 1a ≤ Rk,n−1(ρ) − 1a = Rk+1,n−1(ρk+1,n−1) − 1a, and
ρ′k+1,n−1 < ρk+1,n−1 in Sm

Tk+1,n−1
. By Claim 1, ρk+1,n−1 contains a 2-cycle (i j) such that ρ′k+1,n−1 ≤

(ρk+1,n−1)−(i j) and µ(i) = a(mod m). As (kn), (i j) ∈ ρ, k < i < j < n and µ(k) = µ(i) = a(mod m),
ρ2 := ρk,i is well-defined as in Lemma 4.7.(2). Then ρ′ ≤ ρ2 = ρk,i. In fact, for p ≥ k + 1 and
q ≤ n − 1, have Rp,q(ρ′) = Rp,q(ρ′k+1,n−1) ≤ Rp,q((ρk+1,n−1)−(i j)) = Rp,q(ρ−(i j)) = Rp,q(ρk,i); for p ≤ k
or q = n, have Rp,q(ρ′) ≤ Rp,q(ρ) = Rp,q(ρk,i).
3. If (kn) ∈ ρ, ρ′ for some k < n. Take T̃ to be the trivial Legendrian tangle obtained from T
by removing strands k, n. Then the restrictions of ρ′, ρ on T̃ define two m-graded isomorphism
types on T̃ , denoted by ρ̃′, ρ̃ respectively. Clearly, ρ̃′ < ρ̃ in Sm

T̃
, and Uρ̃ = Uρ̃′ , Lρ̃ = Lρ̃′ . By

induction, ρ̃′ ≤ ρ̃i < ρ̃ for some 1 ≤ i ≤ 4 and some ρ̃i constructed from ρ̃, as in Lemma 4.7.(i)
for T̃ . Notice that, the construction of ρ̃i doesn’t involve the strands k, n of T , so the same
procedure constructs a m-graded isomorphism type ρi of T from ρ, as in Lemma 4.7.(i) for T .
In other words, via the natural embedding of symmetry groups S (I(T̃ )) ↪→ S (I(T )) = S n, we
have ρi = ρ̃i(kn). Similarly, ρ = ρ̃(kn), ρ′ = ρ̃′(kn). It follows that ρ′ ≤ ρi < ρ, as desired.

�
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4.2. Elementary Legendrian tangles. By almost the same strategy, we then deal with the
case when T is an elementary Legendrian tangle: a single crossing, a single left cusp, a single
marked right cusp, or n-parallel strands with a single base point. For simplicity, for any m-
graded normal ruling ρ of T , we denote ρL := ρ|TL , ρR := ρ|TR .

Lemma 4.15. Let (T, µ) be an elementary Legendrian tangle: a single crossing, a left cusp, n
parallel strands with a single base point, or a marked right cusp. Then the ruling decomposi-
tion Auga

m(T ; k) = tρ∈NRm
T
Augρm(T ; k) is a Whitney stratification, and for any m-graded normal

ruling ρ of T , we have:

Augρm(T ; k) = tρ′∈NRm
T :ρ′L≤ρL,ρ

′
R≤ρRAugρ

′

m (T ; k)(4.2.1)

where the closure is taken in Auga
m(T ; k). That is, for any ρ, ρ′ ∈ NRm

T , ρ′ ≤G ρ if and only if
ρ′L ≤ ρL, ρ

′
R ≤ ρR.

Proof. Recall that, by Lemma 3.12, the ruling decomposition is the same as the stratification by
Bm(TL; k)-orbits. In particular, it’s indeed a Whitney stratification.

Now, let’s describe the geometric partial order of this ruling stratification. Clearly, if ρ′ ≤G ρ,
then ρ′L ≤ ρL, ρ

′
R ≤ ρR. It suffices to show the converse, i.e. if ρ′L ≤ ρL, ρ

′
R ≤ ρR. We use the

notations in the proof of Lemma 3.12, and prove the result case by case.
If T is a single crossing q connecting strands k, k+1. Recall that any element C in Auga

m(T ; k) is
of the form C = ({(Cl, dl)2

l=0}, {xl}
2
l=0,H = {Hr}) as in Case 1 of the proof of Lemma 3.12. Here

Hr is the single handleslie immediately to the left of q such that r = 0 if |q| , 0(mod m). More-
over, (C0, d0), (C1, d1) = Hr(C0, d0), (C2, d2) = sq(C1, d1) are all Z/m-graded filtered complexes,
equivalently, < d0ek, ek+1 >= 0 by Lemma 3.5.

If |q| , 0(mod m). Then rL : Auga
m(T ; k)

∼
−→ Auga

m(TL; k) is an isomorphism preserving the
Ruling stratification. Thus, ρ′ ≤G ρ follows from Corollary 4.6. From now on, we may assume
|q| = 0(mod m).

Consider the restrictions rL : Auga
m(T ; k)→ Auga

m(TL; k) and rR : Auga
m(T ; k)→ Auga

m(TR; k).
Recall that rL(C) = (C0, d0), rR(C) = (C2, d2), for all C in Auga

m(T ; k). By Case 1 in the proof of
Lemma 3.12, rL, rR preserve the Ruling stratifications. We thus obtain two decompositions

Auga
m(T ; k) = tρ0r

−1
L (Augρ0

m (TL; k)) = tρ2r
−1
R (Augρ2

m (TR; k))(4.2.2)

where ρ0 (resp. ρ2) runs over all ρ0 ∈ NRm
TL

(resp. ρ2 ∈ NRm
TR

) such that ρ0 (resp. ρ2) doesn’t
pair the strands k, k + 1, i.e. (kk + 1) < ρ0 (resp. (kk + 1) < ρ2).

Observe that, any element C in r−1
L (Augρ0

m (TL; k)) is represented by (C0, d0),Hr such that d0 ∈

Augρ0
m (TL; k) (Note: this automatically implies that< d0ek, ek+1 >= 0). Hence, r−1

L (Augρ0
m (TL; k)) �

Augρ0
m (TL; k) × k via the map C → ((C0, d0), r). Also, Auga

m(T ; k) � {(C0, d0) ∈ Auga
m(TL; k)| <

d0ek, ek+1 >= 0} × k via the same map. It follows that

r−1
L (Augρ0

m (TL; k)) = tρ′0≤ρ0r
−1
L (Augρ

′
0

m (TL; k))(4.2.3)

Similarly, any element C in r−1
R (Augρ2

m (TR; k)) can be represented by (C2, d2),Hr such that
d2 ∈ Augρ2

m (TL; k). Because the condition automatically gives < d2ek, ek+1 >= 0, which then
implies that (C1, d1) := s−1

q (C2, d2), (C0, d0) := H−1
r (C1, d1) are Z/m-graded filtered complexes.
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Hence, r−1
R (Augρ2

m (TR; k)) � Augρ2
m (TR; k) × k via the map C → ((C2, d2), r). Also, Auga

m(T ; k) �
{(C2, d2) ∈ Auga

m(TR; k)| < d2ek, ek+1 >= 0} × k via the same map. It follows that

r−1
R (Augρ2

m (T2; k)) = tρ′2≤ρ2r
−1
R (Augρ

′
2

m (TR; k))(4.2.4)

In particular, the above two decompositions are stratifications.
Now, we come back to prove ρ′ ≤ ρ, given ρ′L ≤ ρL, ρ

′
R ≤ ρR. If q is a m-graded return,

then r−1
L (AugρL

m (TL; k)) = Augρm(T ; k). If q is a switch, then r−1
L (AugρL

m (TL; k)) = Augρm(T ; k) t
Augρ̃m(T ; k), where ρ̃ is the unique m-graded normal ruling of T such that, ρ̃|TL = ρL and q is
a m-graded departure. Then Augρm(T ; k) is open dense in r−1

L (AugρL
m (TL; k)). In both cases, we

have

Augρm(T ; k) = r−1
L (AugρL

m (TL; k))

= tρ′0≤ρLr−1
L (Augρ

′
0

m (TL; k)) ⊃ r−1
L (Augρ

′
L

m (TL; k)) ⊃ Augρ
′

m (T ; k)

That is, ρ′ ≤G ρ. It suffices to consider the case when q is a m-graded departure of ρ. Then we
have r−1

R (AugρR
m (TR; k)) = Augρm(T ; k). It follows that

Augρm(T ; k) = r−1
R (AugρR

m (TR; k))

= tρ′2≤ρRr−1
R (Augρ

′
2

m (TR; k)) ⊃ r−1
R (Augρ

′
R

m (TR; k)) ⊃ Augρ
′

m (T ; k)

Again, we have ρ′ ≤G ρ.

If T is a left cusp q connecting strands k, k+1 of TL. Then clearly rL : Auga
m(T ; k)

∼
−→ Auga

m(TL; k)
is an isomorphism preserving the Ruling stratifications. Hence, by Corollary 4.6, ρ′L ≤ ρL

implies ρ′L ≤
G ρL, which is identical to ρ′ ≤G ρ.

If T is n parallel strands with a single base point q on the strand k. Use the notations in
Case 3 in the proof of Lemma 3.12, then Auga

m(T ; k) � Auga
m(TL; k) × k∗ via the map C =

({(Cl, dl)}1l=0, {xl}
1
l=0,H = {cr}) → ((C0, d0), r). Also, Augρ̃m(T ; k) � Augρ̃L

m (TL; k) × k∗ for all
ρ̃ ∈ NRm

T , via the same map. Thus, under this identification, ρ′L ≤ ρL implies that

Augρm(T ; k) = AugρL
m (TL; k) × k∗

⊃ Augρ
′
L

m (TL; k) × k∗ = Augρ
′

m (T ; k)

That is, ρ′ ≤G ρ.
If T is a right cusp q connecting strands k, k + 1 of TR. Use the notations in Case 4 in the proof
of Lemma 3.12, then

Auga
m(T ; k) � {(C0, d0) ∈ Auga

m(TL; k)| < d0ek, ek+1 >= 0} × kβ

via the map C = ({(Cl, dl)}2l=0, {xl}
2
l=0,H = {Hr}) → ((C0, d0), r), where β = 0 (resp. 1) if m , 0

(resp. m = 0). Notice that for any ρ̃ ∈ NRm
T , ρ̃L pairs the strands k, k + 1, i.e. (kk + 1) ∈ ρ̃L.

It follows that any (C0, d0) ∈ Augρ̃L
m (TL; k) automatically satisfies < d0ek, ek+1 >. Therefore, via

the same map as above, we have the identification

Augρ̃m(T ; k) � Augρ̃L
m (TL; k) × kβ

for all ρ̃ ∈ NRm
T . Now, under this identification, ρ′L ≤ ρL implies that

Augρm(T ; k) = AugρL
m (TL; k) × kβ
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⊃ Augρ
′
L

m (TL; k) × kβ = Augρ
′

m (T ; k)

That is, ρ′ ≤G ρ.
�

4.3. A conjecture for the general case. Now, we consider the general case. As in Section
1.4.4, suppose T = E1 ◦ E2 ◦ . . . ◦ En is a composition of n elementary Legendrian tangles. For
simplicity, denote Li := (Ei+1)L for 0 ≤ i ≤ n − 1 and Ln := (En)R. Let ri : Auga

m(T ; k) →
Auga

m(Li; k) be the obvious restriction map, for 0 ≤ i ≤ n. For any m-graded normal ruling ρ of
T , denote ri(ρ) := ρ|Li for 0 ≤ i ≤ n.

Similar to Definition 2.1, we define an algebraic partial order on the set NRm
T of m-graded

normal rulings of T :

Definition 4.16. Given any ρ, ρ′ ∈ NRm
T , we say ρ′ ≤A ρ (or ρ′ ≤ ρ) if ri(ρ′) ≤A ri(ρ) (Definition

4.4) for 0 ≤ i ≤ n.

Notice that by Corollary 4.6, this definition is compatible with Definition 2.1, in the sense
that (NRm

T ,≤
A) restricts to (NRm

T (ρL, ρR),≤A) in Definition 2.1.

Conjecture 4.17. The full ruling decomposition Auga
m(T ; k) = tρ∈NRm

T
Augρm(T ; k) is a Whitney

stratification. Moreover, given any two m-graded normal rulings ρ′, ρ for T , ρ′ ≤G ρ if and only
if the ρ′ ≤A ρ, that is:

Augρm(T ; k) = tρ′∈NRm
T :ρ′≤AρAugρ

′

m (T ; k)(4.3.1)

where the closure is taken in Auga
m(T ; k).

This would give an combinatorial description of the geometric partial order on the ruling
decomposition in the general case.

Remark 4.18. By the previous two subsections, the conjecture holds for the ‘building blocks’
of Legendrian tangles: the trivial and elementary Legendrian tangles.
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